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A Study of Factors Affecting The Selection Field of Vocational Certificate Students to Pursue

Higher Vocational Certificate Programs Using Data Mining Techniques.
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Abstract

The objectives of this research were; to identify factors affecting the choice of field of study of vocational certificate
students to study at the higher vocational level. 251 data at vocational certificates graduated in the academic year
between 2017 and 2020, Krabi College of Agriculture and Technology, Data classification based on the Decision
tree evaluation was performed using 5-fold cross-validation and 10-fold cross-validation methods. representing
similar efficient results. Accuracy (Precision 98.5%), Sensitivity (Recall 100%), Efficiency (F-Measure 99.3%), and 4
rules were obtained. The result of mining affinity rules using the Apriori algorithm specifies 0.3 Minimum Support,
0.8 Minimum Confidence, 0.4 Minimum Support, and 0.7 Minimum Confidence. When the rules are compared if
the Duplicate rule Data can be summed up by 4 rules. From the two data mining principles, the correlation rules
are in the same direction. Students will choose to study at the same college only if the same branch is supported

by a higher level.

Keywords: Association Rule, Decision Tree, Random Forest, Apriori.

* Corresponding author : s6381423101@pkru.ac.th
Received: 10 9a1A1 2565 Revised: 16 WZ]ﬂﬁ?mE/iJ 2565 Accepted: 21 5121A1 2565



Pacalt(X)  NIANTIVINTIMEIEERS 2

Selengl>

y AMMINGIAYTNTNIUNTNBU

1. unih

Hagtumssuasinsindnwilmiluseduussmatothsinndn uassedusenmadetngindndugs vesinende
inwmsuazmaluladnszd dnsussnduiusvdngasinuvainanedeana ieligatas fauladnduladi@nw sads
veumngliruluzmn uarestvesavay v dmaumslunalsaieulueaiuillndifes WlauuzuUImMangnIHine
Tlsadou uazdiFeuiimaszsunsinulussduisouneuduldilonia uazdnmadonlunisdndulaidenaniufnuann
Fu Tudns@nw 2565 Inedoinvasuazimaluladnssd Wedewtomun 7 unundvdn fie alyduius Rvmans
Fnamand Uszus 91enalnens uin1sgIne wazgaaimnssuineas dadunsasulaofidevigamzdiu i olils
AN gRaALInLTiasFe NS ImEe Ingedy waiteluuszneuennldniiarang snusiens
Usgneuendndaszmuanuntauasauaulavomuiedd dufunisidenauivivesifoudu Sesdid fyogiamnn
wszfinalagaseeidunniondn uazenadimaneinnsFouvesiiiou eseinAnudmiauszaunisal lnsiuds

1Yo '

ANURBINTSIaTInweasmy Useneufudilisdnudazanvivininwe villdnnuidnveu uesuwAanmwindeu nuiioy

Y

wseanuiuvesUnases Tunsidenaiviivn SudifiSeulidesdonaniions@nyilaedunuiunuesntendainl

Y

wanzaudvarIrNidenaoulsn auiadyminisvedieavnivn sennnsdneyy ldaunisd@nyt luauisnisaisenain

nsidudndnw Fedidruaunin MduieldudeyaidesdudmsuiSeulunisdnduladendfnwiselusseu

U

o W &

Ussnafetngindndugs wanidutoyalunisdnlasinisuusuun Vsssduiusaneiivn sufladuwuamdlunisiaun
avAruazgunwsesanufnudell Tnsusazaaudnwidiniimaifuteus Werduindnyiduswounn Teedadasdn
Anwnarnuanvatsans i waiifiugiu Aseuasaiiuandieiu deyatiugruindnuisuauun ausaldinedelunig
insesiguiuy uazmnudiiusvesdeyaduiuanniveuseluyadoyaunliusslovildunn

Tusmiddendsdl §3delfazdunaiiamahmilostoya nsduunussamvestoyamtie Jameimaruduiiug
vostladviidmasionisidenanydndnlunisinusiovesinSeu dhdnw sefuusemadetnsindnieSouselusesiu
Usrmadedasinindugs Inglimsdunsmgideyaonnangudeyaiifivuelng ngnsduuninadedulsifnuls

Y a

(Decision Tree (J48)) undwiug (Naive Bayes) wazguunlyd (Random Forest) Lns1zdanaiviumia 3 ddediunnsnaiu
A .. 2 a o A o o a1 ' v P Y g v a A Y a )
nAa1Ae Decision Tree A LdanduUsndanuddyiviswlsendeyaoeninle uitldnalinduisetsavseadendiuls
104 Naive Bayes floniuazain 18lunis Training lnelamigiudiuiy Feature funn uazdoyavuinlug Usgnauiu
a1unsalddnunaanadnuauninla Random Forest Tlaanudeyun classification Wag regression 3LAS1EALN 0AUN

Anuduius lnglddanesiu evlnles (Aprior) WeAuanuduusvestaderenisidendneisre uonainiiduduuselovy

CNDay

Aen1sUsuUsmanans waglunsinassminensluiiueneg welifnUssansningsdn aenndesiu $u91 wmdsean

=

wazadey wAusIY (2563, Wil 134) IEAnwinsinsedadedfuadenisidenainnivvesindnuseduusyeynd
auragaans lasldinadansiuniestoya 1ndeyafiugrutndnswesuduaiuionisuaserumadou Tudas
Ynsfinw w.e. 2556-2560 Iuin@ne 3,867 au unnsgvisinlsiagldnssuiunamiiesdeya Aengnisiiuwun
wadasuliidadula naifenui Jefeifinadonisidenarnnieon angasmans 15 a1vden Téun wnunsdounaudn
fnwn wazine 91nfaudstianan 9 fuds waznsUsadu Saussansameedumainaiauuiuen laen 72.5% deiedn

< a oA v
LUUﬂT?W@ﬂ@‘U‘WL‘?}@ﬂ@iﬂ

2. ITeiinegdas
wnadneal ITeamTy wazeseun a1quwi (2561, wil 66) la@nwUadeniinauniigasensindulaidrdnuisdely

wangairnssumansUndia veelnssuuiiioudi sWa 59 MneAugdmnssueans uninerdamatsanulawn Jade



Pacalt(X)  NIANTIVINTIMEIEERS 3

SelendD. & o oo
S A NMIMENAY TN IUN TN Y

Frundndas neddnmaiinmsdisanisinmananiuiaedinugdndnnsmuanud esnsvesusznaunis uaxd
Tomalsludszneuin@n (m.) 3uses dntladviidmasesannliun Jefefussdusznauvesaniufny Jaduduenais
anufluagyiiadideosanufnu dadedunisdnadunimain Tadeduyaeaiiieates wardadedumm augidu

e s U1ATs uazane (2563, wi 24) lednwdnunedeifnasensinduladhdnudefiuminendesvdy
wysysalvesin@nwisewmadamdeoya lagldvinnsifivdeyasnuuuasuain 14 audnvasaintdndnwdiu
400 ey wusdutinAnulmivesuminerdoedgmusysal $1uau 200 ey wagdn 200 ey iduinAnwilmisnaandudu
Toyaiildazgninndinsesinuuansesnadnvusndoty Ineldmaialasmisuszamdion (Artificial Neural
Network) wazinadasuliifaduls (Decision Tree) iladuundeya madalaseinedszamifisuuazimadafuliifaduls 3
AAnuutiug Ty 93.00% waz 88.25% puddu wagdlen RMSE 1 0.2574 uag 03031 muddu andnuauziiduilade
ddyiidnarenmsfadulavesindnuldun Foidusmesmiinerde seldvesiunases Suumdngns fnmosuming s
91nvefUnATes uasAuiuauvemdngns audau

o mUseAnS uazadny uaus1y (2563, i 130) léAnwinsiiesgitadefiinasonisidenaivivves
tnAnwssiuines augagmani Ingldinadanmsimilestoya mndeyatugrutinfnywesudaaisinmsauay
unstdeu lugadns@ne we. 2556-2560 Fuiutndnw 3,867 au undnsgsidauusiagldnssuiunisivilosdeya
shengmssuunmadaduliifndula naddenui Jedeidnasensidenavinauzagmans 15 avivn o wwuns
Sounowd @ uagina anduUsimae 9 fuus wae nstssdiuiavssaninmaeduinanaianuuugn lden
72.5% Gefioindumneaaeuiidedeld

Harwati and Amby Sudiya (2560, %th 1) swAdeiidunisine lunsdadendn@nwlmifumine dedaan
wisdulnilide widlunsidenvesminedofenmansesmadon autufinvestnFeufimenidulsadouisoufnyineu
vaelaglsifimanaaey madmdoniildlasnmaisuifioulndluasinsvesdasinsibu fadummuiuidorenisusadu
Fufntuldinn iesmnuainuriespuiiansowenaunwsestnifeusenantuld Tnensldmssuunmadanis
wileadeya awnsaairsnsidenuuuiiassdmivinFeulnideuiunasiinsgiuuisegns wu glidiun aniuzves
Tsa5ou Anads wagdu nasivadmwelagldngiivsmngaunssuunuadugrnmamsiseu (GPA) vesinnwlul
Aeunthillinuvinendesmeififeatu Msiliidnaulasedane3iiu Ca.5 nansidenuin dndeuldsuansmsluns
fudiFoufefauantRnsanuinnst Ao 191Nz TsaSeunesly leninermans Anadeunnni 75 waednadugns
nansFeuedistiesviinemssznimsdnuilulsaSeuisenfnwneulas

Alaa Khalaf Hamoud (2560, ntin 26) lafnwdnsianudisavestinisouasiaudeninudisaueessnsnisane
Fefunulifuaudiiavesindeuiifinduiaduihmnevesesdninsinuiimun venaniuanasilavestniFeuly
nmsAnwseiUgeuAnwImdsanaussendnuinoulaeundsudmneiidfyiigavesesdinsnmsfinu vansaimgdasa
sonuialal LLa:ﬁmiL‘TJﬂLNEJLMQNaL%ﬁWﬁm’«JGﬂ’JEJﬂ'QLﬁ%QJL?JWSWUWBQﬁﬂL%Em Decision Tree Algorithms feudadeniia
fianlunsfumsuuuuiideusgifieliussqiimnomanil ydeyannaesiflflunuifesadeyaiferiutnFeulusnnaly
aoadngms (adiaaans (395 51915) uarlusaina (vangasnwilusanadedl 659 s19n19) laelddanesfiuninng
Andulaanuuuu (J48, RepTree way Hoeffding Tree (VFDT)) Qﬂﬁﬂﬂﬁuﬁxmaaﬂumuﬁ NANNSIVENUINEANDSNY J48
mnzaueg1sBdlumsiuunuaziuneamudilavesiniFouiivsdianmsinusedugaudnuuasanuduisluvdngns

o

Adebisi Abimbola Baale and Adelodun F Ojiyivwi (2561, %11 51) "Lﬁ”ﬁﬂmmsdwva‘f]uf]zgméﬁcﬁsiaﬁﬂu

v
o @

wWiswgnaluiise msudiuiiduudsuluginuenisliundawnnnindinisénwiawnsayiiie nwuianaueslda

Y Y

dasrauarluledvinau drevimsves Inerdeludmeatia innuegrsliddnndamiesiieliuilaindneuuazauls

Y



Pacalt(X)  NIANTIVINTIMEIEERS 4

Selengl>

y AMMINGIAYTNTNIUNTNBU

Soufinurindniewiounnundoudmiunndgussiunain lunsinuni Mmedansyedeyaiiolinsevideya
o1AnwvesiniFouves Inedeluamaia luludFoieAumsUuuuiasauduiusiazdaslsaToufuinsluns
dnaulafiddny u,a:maLLmulﬁﬁﬁﬁuLﬁamsuﬁﬁ’amﬂumEJm%‘wmaqmuaﬂwqﬁﬂizaw%mamﬂ%ﬂmLLﬂimﬁﬂw ¥N1INAaeY
Inglgdanesnun1sdunyszian ID3, C4.5 wag Naive Bayes feas1aiuudnassnglaaninwinasu WEKA 3.8.2 155U
warinsananuled 10 whdelflumanaaoulinng wvindanuduaugnldiieyssidulssavsnmussiuuuuuiiugu
Anuuiugy il wazanildlunisadrauuudiass uaswuindaneifiu Ca.5 Tuszansamiigadiomaianis

ATIVFDUVNEDILUU

3. InUsTaeAvaINTITY

evdadeninasenisidenaivivesindnyiiieseusslussauusenmatiednsivnindug

4. Faullun15idy

Ussrszansildlunsifended de dniFoussdudssniadednsindn 7 3 nendoinvnsuasmalulad
nsedl Usesnnafinm 2560 - 2563 Sruaudisau 286 au wwianguiaegeiildluns@nwiadsd ldun dniFeudiay
Usgneflotngiundn Sulil 3 Inendeinunauazmelulad ulmsfinw wa. 2560 - 2563 $1uau 251 AU

4.1 fudsililun1side

Fuvsiude ToyauseTRuazmsinuilussduussmalieotnsindn wu nquiSeu Smda dwaufides Wudu uas
fulsnie afiGouse an@nw

4.2 \e3asfiaiildlun1sidended fAduldtmuainadouloflilun1site Yssnoudevensuaslusunsunag
Awins Wsunsuimeideyameinaianisviumilestaya WEKA

Ya v

HITEANTUANNINTgIUNTEUIUNSTIMilaataya  Cross-Industry Standard Process for Data Mining (CRISP-

o
[

DM) sfitunounisinfiunmside 6 dunou dil
Fumouit 1 Business Understanding ¥iiaadlatliym miLﬁaﬂmsuﬁsmsuENQL‘%EJuLfJuL%aﬁﬁﬁzgaEmmn
nsziinalnenssolduyniendn wazenadsaneTinfudsuvewiSou iesheindnundmauszaunsel linsruieena
Foansuagiinuzvewnu Ussneufudilifinudazanvivunnme vilildauidnveu uesudanmundon muiouvie
Auiiuresiunases Tumsidenanyin FsdifiSeulidenidenaniensinulnefunuiunuedunmendsinlimnzas
fuaniniidenneunsn audatymnisvedieaviin vewnnsine llsunisdine lWaudenisateenainnisiu
tnfnwdafidudiuanenn drfudedudeyadesudmivgiFoulumsinauladendndnwseluaserdn uandudeya
lunsdnlasanisuugiul Ussnndumusanviin
funoudl 2 Data Understanding ¥hanadlateya idelédnudeyaifiegnieufinnsantoyauasanundululd

Y94N15UTBYANTIATIEY dasauUsloyald 2 un Ao

1. ToyausyiRdiuyanauaztoyaaunsng

2. foyan1sfinudle lnemsrvdeumuaNy saivestoyars 2 g0 fesurutoyn andnuny mnuasuiIuves
foya arunduilulffiasinutinse naeaidsinsaniudsduyeadiude

Junauil 3 Data Preparation mawsendeya duneuililunsvienuazeindeya iedanisdndendeyaling

mudngusease uaslinumnizauionlinsigideys dduneudisil



Pacalt(X)  NIANTIVINTIMEIEERS s

D

WM REVAYTUNsINYY

o I~

1. #1979UAEATIIERY ABNIIATIVEBUANLYNABIVRITBYA Aziltoyanuiamie avldismsiAudeyaliinsy

U U

wazdnan1steyaiiinuiinung wudeyailiaenndesiunigly Attribute Weaiu Wielideyalinnugnieiasvauysaiay

INY a

ianunsathdeyalulieneilagnaesasliideiinnain 1ddeilivsngleyaiilivanzay

2. Mmswautoya Wunssudeyaiiunnnunaseyaiianaiy dnlindeiu naudeyaiiedisanainy

d1dou annulidenndewesdoya wWislideyadnunm silinssuiumsimiiesdeyaiinnusinsi@etu lnenisin
Y

v
o

Foyans 2 ga Ae 1) Teyaddnianmsiine 2) deyanisfinwise sudeyaliduyafeaiu

U

A B C D E F G H | J K L M N 0
sex religion |blood type| branchl gpa province | district status sibling | occupation | salary | relation |Education| branch?2 | academy
M buddhist |B agriculture lhigh surat Else together |two agriculture  |mid father y agriculture kcat
F buddhist |B agriculture thigh krabi Nuea Khlonremarry  |three agriculture  [mid mother |y agriculture kcat
M buddhist |B agriculture |mid krabi Khao Phanqtogether |two agriculture  |mid father ¥ agriculture kcat
F buddhist |0 agriculture |mid krabi Nuea Khlontogether |three work for hire|mid mother |y agriculture [kcat
M buddhist |0 agriculture [low krabi Nuea Khlontogether |one work for hire|mid mother |y agriculture [kcat
M buddhist |0 agriculture |mid pnangnga |Else together |two trade mid father y agriculture kcat
F buddhist |0 agriculture |vhigh krabi Plai Phraya|remarry  |three agriculture  [mid father n work no
M buddhist |0 agriculture |mid surat Else together |three agriculture  |mid father ¥ agriculture kcat
M buddhist |0 animal high krabi Khao Phanqtogether |three agriculture  |mid mother |y agriculture [kcat
F buddhist |B animal  |vhigh krabi Khao Phanqtogether |three trade mid mother |y agriculture [kcat
F islam 0 animal  |vhigh nakorn sri |Else remarry  |two else mid mother |y agriculture kcat
F buddhist |0 animal  |high krabi Lam Thap |divorce  |two agriculture  [mid mother agriculture kcat

o
Foyagduzomsfny o s
FoyamsAnyIAo

AN 1 MINauteya

3. mausuan ndeya 1Wunisuiusuuuuvesdeya iiluuuudesiu Faiwedents iwWisuidisudeya waznis

ideyaluinisieseit andeyaiiliudeyavzdusdnusiidunwiveusziuay

annuziinEeu Umsfinen  piiganannannudng  winioen amuEmsandy | UndSamsAnen | wmiteinazay | Azuuuedpazay
dudanisanun s 07/05/2564 ddansanen TunIAgRTaU 2563 107 2.86
duSanisane 2 31/03/2564 duSansane JUNIBUTY 2563 107 3.60
FU5an5ARE S 07/05/2564 Fusansane SRLEREL G 2563 107 2.70
dudanisanun 2 31/03/2564 ddansanen aunfougu 2563 107 313
d5anTsinw 2 31/03/2564 dnFansinmn uniausy 2563 107 362
dudanisanmn 2 31/03/2564 dudansAnen aunfoufu 2563 107 3.65

= % a
AINN 2 SU@;JUaLG]iJ

4. myangUtoya WutumeulunisanvuauazUSinadeyalilianumanzauiieillanuienonsingzi
ansvezaTuNTUsEana annatlunsyssianauaziiuauslumsiindeeyadfeseg uuiiuguvesdny

ToyaTLNEaN ISUINTBYAAIYINUNIUNTAN dvarnvatg a1y 338393 uunanvinulagfiansanaindnyuy

VoY o dieleglunguanvnifeaiu wu agriculture Aoauiau famans nsinens Msudaiy gsfainuas W



Facult (X NIENTIVNTINGAERS 6
ISciEne.S N, o o
S E M Inenau g dunsine

Relation: EndData2
No.| 1:sex 2:religion 3:blood type 4: branch1 5:gpa 6: province 7: district 8: status 9: sibling 10: occupation 11: salary 12: relation 13: Education 14: branch2 15: academy

Nominal ~ Nominal Nominal Nominal Nominal Nominal Nominal MNominal ~ Nominal Nominal Nominal Nominal Nominal Nominal Nominal
1 M buddhist B agricult... high surat Else toget... two agriculture mid father y agriculture  keat A
2 F buddhist B agricult... high krabi Nuea ... remarry three agriculture mid mother y agriculture  keat ™
3 M buddhist B agricult... mid krabi Khao ... toget.. two agriculture mid father y agriculture  keat v
4 F buddhist O agricult... mid krabi Nuea ... toget.. three work for hire  mid mother y agriculture  keat
5 M buddhist O agricult... low krabi Nuea ... toget.. one work for hire  mid mother y agriculture  kcat
6 M buddhist O agricult... mid pnangnga Else toget... two trade mid father y agriculture  kcat
7 F buddhist O agricult... vhigh krabi Plai P... remarry three agriculture mid father n work ne
g8 M buddhist O agricult... mid surat Else toget... three agriculture mid father y agriculture  kcat
9 M buddhist O animal high krabi Khao ... toget.. three agriculture mid mother y agriculture  kcat
10 F buddhist B animal vhigh  krabi Khao ... toget.. three trade mid mother y agriculture  keat
1 F islam o animal vhigh nakorn sri Else remarry two else mid mother y agriculture  keat
12 F buddhist © animal high krabi Lam T... divorce two agriculture mid mother y agriculture  keat
13 F buddhist A animal vhigh  krabi Else toget... three work for hire  mid elder y agriculture  keat
14 F buddhist B animal vhigh  krabi Lam T... divorce seven  work for hire  mid mother y agriculture  keat
15 F buddhist O animal vhigh  krabi Lam T... toget.. two agriculture mid mother y agriculture  keat
16 M buddhist O fishery mid krabi Nuea ... divorce three agriculture mid mother y agriculture  keat
17 M buddhist O fishery high krabi PlaiP... toget.. two work for hire  mid father y agriculture  keat
18 F buddhist B fishery high krabi Lam T... toget.. two agriculture mid father n work no
19 F buddhist O fishery mid surat Else remarry four work for hire  mid elder n work no
20 M buddhist AB fishery mid krabi Khao ... toget.. five agriculture mid father y agriculture  kcat
21 F buddhist O computer high krabi Nuea ... toget.. twe work for hire  low father n work ne
22 F buddhist B computer mid krabi Nuea ... divorce cne agriculture low mother n work ne
23 F buddhist O travel low surat Else remarry twe work for hire  mid father y travel kcat
24 F buddhist O travel low krabi Khlon... toget.. three work for hire  mid mother y travel keat L
25 F buddhist A travel low krabi Khlon... remarry three agriculture mid mother n work no v
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5. NAN153Y
Annesitlideifnadoniadonmuivifiedousslussiulssmatotnsinindugesindnuinendoinuas

wazweluladnszd lasldudnnisinniiosteya 2 wuu Idun msvimdesdeyauvuduunussiandeya was wuung

Aruduius wud mavdomuuuundeyalagliduneritiuliFadula vinnisussidiunuusianadeis 5-fold cross-

validation wag 10-fold cross-validation lafnasaniviniu fie AnAuusiugn (Precision98.5 %) Araauls (Recall 100 %)

v
¢ v a

nsinAUsEansNIN (F-Measure 99.3 %) wafilsannsulddndulaiingaanuduiug Al

bran:h1
= agriculture = animal = fishery = computer = travel = mechanic agri
—— N T T
agriculture (59.0/8.0) agriculture (10.0) salary agriculture (0.0) travel (44.0) animal (12.0/4.0)
= mid = low = viow = high = vhigh
/ \
agriculture (4.0/1.0) animal (5.0/1.0) animal (0.0) animal (0.0) animal (0.0)

AN 4 nanuANuduiusvedanesudulidadulalulusunsy Weka

M1999 1 HanNsasINgANNENTusLarNITLUaRLTIENg

ngildaniusunsy Weka wlaAUNNIBYBINY
1. branch1 = agriculture ==> agriculture DNAUEVNNYATANENTILLTYURD LAV AL
2. branch1 = animal ==> agriculture NAUENVIERIFNEN AL UURD L UAIV NN BATATERNT

3. branchl = fishery ==> salary = mid ==> agriculture  f1avavszauazelagUnaseteglusyduUunans
T UFD LA LN YA TANERNS

3.1 branch1 = fishery ==> salary = low ==> animal favavUszaauazeldfunaseseglusedus aniFou
AoluavIERAERS

3.2 branch! = fishery ==> salary = vlow or high or vhigh  fnuavUszauarselafunaseseglusedusann

==> animal W3age visegwn agliifenSeusdaluavnidnimans
4. branch1 = computer ==> travel fnavanreNiwesazluissuneluavinunsAans
5. branch1 = travel ==> travel fnavaIvINIsieaiienazTeusoluanv LA

6. branch1l = mechanic ==> animal VAUV NN YA TILLS HUAD MIANVENIANENS
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M15199 2 NQUBIANMUAUTUS 91NNNSYUA Apriori ANUWAAT A1 Minimum Support iU 0.3 wag A1 Minimum

Confidence wifiu 0.8 #1917 Minimum Support AU 0.4 Wag A1 Minimum Confidence Wiy 0.7

NEUDIANNTUNUS Confidence Lift
1. academy=kcat 134 ==> Education=y 134 1.00 1.37
2. religion=buddhist academy=kcat 113 ==> Education=y 113 1.00 1.37
3. province=krabi academy=kcat 101 ==> Education=y 101 1.00 1.37
4. academy=kcat 134 ==> religion=buddhist Education=y 113 0.84 1.37
5. satus=together Education=y 133 ==> religion=buddhist 112 0.84 1.03
6. Education=y 183 ==> religion=buddhist 154 0.84 1.03
7. blood type=0 Education=y 126 ==> religion=buddhist 105 0.83 1.02

maé’ws’ﬁlﬁﬁ]’mmiﬁ’]mﬁaqLLUUﬂammﬁuﬁuﬁﬂUiﬁ%umaﬁ%lwu Apriori TagAuuaAl Minimum Support = 0.3
A1 Minimum Confidence = 0.8 wag A1 Minimum Support = 0.4 1ag A1 Minimum Confidence = 0.7 Lﬁlaﬂﬁﬂgm
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1. SrwnlinfnwniSeusefiineduinvaswazmalulagnssduinduindnwfnvdeduiesar 100 veeau

nsAnyLaeNTeuse
2. UnfinwiiitduiiemaumnsuaziseusefinerdeinunsuazmalulagnszJuinduinAnwfidnwisefndu

Far100 VoIERUNTANYTIFRNTEUAD

S a

3. UndAnwidgfisnunegluiwminnszduazifonSewieivendainuasuavwaluladnsz iaadusesaz 100 veq

U

v
o

INANNLEDNSYURDTIINUA

4. Infnwiine uil egdeiusazidenseusie 133 ausziluiomawmmsandusesas 84 vesinfAnwfidenseu

v
o
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duldivndula (Decision Tree : J48)

a
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wazd1du (Random Forest) wuinAanugnssavaiadulddndulaidaiian (@auda uawe wazane, 2554, w1 1-

Y 9

11) wenaNLFanuI191uITeavul edonna 09N U3 Tes aan1slSeuiisulsedns nndanasriuwarnisAnLaen
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wiada loun dulddndula (Decision Tree : J48) windlawdniug (Naive Bayes) uay wiadangn1sgutle (Rule Induction)
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o nafile 1wy Fumeuituuu Multilayer Perceptron, K-Nearest Neighbor ,Support Vector Machine 1Hudu n5ide
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1) aodliinadinduls wu %umaﬁ%LL‘UU Multilayer Perceptron, K-Nearest Neighbor, Support Vector Machine
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