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บทคัดยอ 
งานวิจัยน้ีไดทําการพัฒนาระบบการเรียนรูเชิงลึกสําหรับการเบลอภาพพฤติกรรมที่ไมเหมาะสม 

เน่ืองจากมีการเผยแพรภาพและคลิปกันอยางมากจึงทําใหกระบวนการในการตัดตอภาพหรือขั้นตอนในการ
ปดบังภาพหรือคลิปวิดีโอที่มีพฤติกรรมที่ไมเหมาะสมทําไดไมครอบคลุม เน่ืองจากตองใชบุคลากรจํานวนมาก
ในการตรวจสอบภาพและคลิปวิดีโอ ดังนั้นงานวิจัยนี้จึงไดพัฒนาระบบการเบลอภาพและคลิปวิดีโอ ซึ่งมี
ขั้นตอนการทํางาน 3 สวนคือ สวนที่ 1 คือ การฝกสอนระบบการเรียนรูแบบเชิงลึกโดยใชโมเดล Mask R-
CNN และสวนท่ี 2 คือข้ันตอนของการตรวจสอบพฤติกรรมที่ไมเหมาะสมท่ีปรากฏภายในภาพและคลิป 
จากนั้นเมื่อรูตําแหนงของพฤติกรรมที่ไมเหมาะสมภายในภาพและคลิปแลวในข้ันตอนสุดทายจะทําการเบลอ
สวนนั้นดวยตัวกรองแบบเกาสเซียน ผลการทดลองพบวามีคา Accuracy Precision Recall และ F1 score 
ซึ่งคํานวณไดจาก Confusion Matrix เพ่ือใชในการประเมินประสิทธิภาพของระบบในสวนของการเบลอภาพ
พบวามีคา 0.82 0.88 0.91 และ 0.90  ตามลําดับ สวนของวิดีโอมีคา 0.88 0.93 0.92 และ 0.93 ตามลําดับ 
เชนกัน   
 
คําสําคัญ: การเบลอภาพ การเบลอพฤติกรรมที่ไมเหมาะสม  Mask R-CNN ตัวกรองแบบเกาสเซียน 
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ABSTRACT 
This research has developed a deep learning system for blurring images of 

inappropriate behavior. Blurring inappropriate images can be challenging for employees, as 
these pictures and clips are often widely published. Therefore, this paper presents a 
system that consists of three steps: training deep learning, detecting inappropriate behavior, 
and blurring the detected regions. The first step involves training the deep learning system 
using the Mask R-CNN model. In the second step, inappropriate behavior is detected using 
Mask R-CNN. Finally, in the last step, the detected regions are blurred using a Gaussian 
filter. The results of the evaluation showed that the system's performance in blurring 
images was assessed using metrics such as Accuracy, Precision, Recall, and F1 score, 
calculated from the Confusion Matrix. The metrics for the blurred images were found to be 
0.72, 0.8, 0.86, and 0.83, respectively. For videos, the metrics were 0.88, 0.93, 0.92, and 
0.93, respectively. 
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บทนํา 

ในปจจุบันมีการเผยแพรขอมูลภาพหรือคลิปวิดีโอออกสูสื่อสังคมออนไลนอยางแพรหลาย โดยขอมูล
บางสวนที่ถูกเผยแพรอาจมีสวนของพฤติกรรมท่ีไมเหมาะสม เชน ภาพเครื่องดื่มแอลกอฮอล ภาพการถือ
อาวุธมีด ปน ภาพการสูบกัญชา สูบบุหรี่ สูบบุหรี่ไฟฟา เปนตน ซึ่งการเผยแพรขอมูลเหลานี้โดยไมคํานึงถึง
พฤติกรรมที่ไมเหมาะสมท่ีปรากฎภายในภาพหรือคลิปวิดีโอ อาจทําใหเด็กหรือเยาวชนสามารถลอกเลียนแบบ 
พฤติกรรมที่ปรากฏภายในสื่อเหลานี้ไดโดยงาย มกีารกําหนดสิทธิ์การเขาถึงขอมูลเหลานี้ในปจจุบันแตก็ยังไม
สามารถท่ีจะทําการตัดตอสวนของขอมูลท่ีไมเหมาะสมออกมาได ในปจจุบันไดมีการพัฒนาระบบแบบเรียนรู
เชิงลึกขึ้นมาทําใหสามารถที่จะประยุกตระบบเหลานี้เขากับการตัดตอขอมูลท่ีไมเหมาะสมภายในภาพหรือ
คลิปวิดีโอโดยระบบการเรียนรูแบบเชิงลึกเหลานี้จะไดกลาวถึงในสวนตอไป 

ระบบการเรียนรู เ ชิงลึกมี วิ วัฒนาการมาจากโครงขายประสาทเ ทียมแบบสั งวัฒนาการ 
(Convolutional Neural Network; CNN) ไดถูกนําเสนอครั้งแรกในป 1980 โดย Yann LeCun 
นักวิทยาศาสตรคอมพิวเตอรชาวฝรั่งเศส โดยมีสถาปตยกรรมตนแบบจาก Neocognitron CNN นํามาใชใน
การแกปญหา Classification ที่เก่ียวของกับภาพ [1] ตอมาไดมีการปรับปรุง CNN ใหมีประสิทธิภาพในการ
ทํางานสูงข้ึนโดยไดพัฒนามาเปน Regional Convolutional Neural Network (R-CNN) ซึ่งเปนงานวิจัยที่
ถูกนําเสนอโดย Ross Girshick [2] ในป 2013 R-CNN เริ่มตนดวยการใชวิธีการท่ีเรียกวา Selective 
Search คือการแบงสวนของภาพออกเปน 2000 สวนเพ่ือแยกขอบเขตที่นาสนใจ (Region of Interest; 
ROI) ไปประมวลผลดวย CNN แลวนํามากําหนดประเภทของวตัถุภายใน ROI จากนั้นมีการปรับปรุง R-CNN 
ใหมีการทํางานไดเร็วยิ่งข้ึน ไดมีการพัฒนามาเปน Fast Regional Convolutional Neural Network (Fast 
R-CNN) ถูกนําเสนอโดย Ross Girshick [3] เพื่อแกไขขอบกพรองบางประการของ R-CNN เนื่องจากวา
โมเดลที่กลาวมาทั้ง 3 เปนโมเดลที่ใชในการตรวจสอบวัตถุภายในภาพจึงไดมีการพัฒนาปรับปรุงโมเดลเหลานี้
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ใหสามารถแบงแยกเอาวัตถุที่ตรวจสอบไดภายในภาพออกมาได สําหรับโมเดลท่ีนิยมใชในปจจุบันคือ Mask 
Regional Convolutional Neural Network (Mask R-CNN) [4] ออกแบบมาเพ่ือใชสําหรับงานประเภท 
Instance Segmentation ซึ่งงานประเภทนี้จะเปนการรวม Object detection และ Semantic 
Segmentation ไวดวยกัน MobileNetV2 เปนโมเดลที่ถูกออกแบบมาใหเหมาะกับการทํางานแบบเรียลไทม 
มีความเร็วในการประมวลผล และใชทรัพยากรในการประมวลผลนอยสามารถใชไดท้ังงานประเภท 
Classification, Detection, Embedding และ Segmentation สําหรับอีกโมเดลก็คือ You Only Look 
Once (YOLO) [5] เปนโมเดลที่แตกตางจากพวก R-CNN ในการแยกวัตถุ YOLO จะใช Bounding Box กับ 
Confidence มาใชในการแยกวัตถุจากภาพ สําหรับงานวิจัยท่ีกลาวผานมาไดมีการนําเอาไปประยุกตใชใน
งานวิจัยในหลายดานโดยจะมีการนําเสนองานวิจัยเหลานี้ในสวนตอไป  

สําหรับงานวิจัยท่ีประยุกตใชระบบการเรียนรูแบบเชิงลึกเขามาก็คือ การอานเลขสายรถประจําทาง
จากภาพ [6] ซึ่งเปนงานวิจัยท่ีนําการเรียนรูเชิงลึกโมเดล Fast R-CNN มาเพ่ือทํานายเลขสายรถประจําทาง
เพื่อชวยเหลือผูพิการสายตาเลือนลาง โดยใชเทคนิคการประมวลผลภาพและใชขอมูลจีพีเอสของปายรถ
ประจําทาง งานวิจัยน้ีไดทําการทดสอบการอานคาจริง ในงานวิจัยนี้ไดทําการทดลองอานเลขสายรถประจํา
ทางไดถูกตอง 62 เปอรเซ็นต งานวิจัยตอมา [7] เปนการนํา Deep CNN มาจําแนกพรรณไมเพ่ือเปรียบเทียบ 
Convolutional Neural Network คือ LeNet5, AlexNet, GoogKeNet และ VGGNet โดยใชชุดขอมูล 
PNE และ 102 Flower ท่ีเปนภาพที่อยูในสิ่งแวดลอมธรรมชาติและ Folio เปนภาพที่ถายในหองทดลอง 
พบวา GoogLeNet มีประสิทธิภาพสูงสุดในการจําแนกพรรณไมที่อยูในแวดลอมทางธรรมชาติงานวิจัยตอมา 
[8] ไดนําเอาระบบการเรียนรูแบบเชิงลึกมาใชในการทํานายปริมาณน้ําฝนในประเทศไทย โดยเปนการทํานาย
ลวงหนาวาฝนจะตกในพ้ืนท่ีหรือไมจากนั้นจึงใชการทํานายปริมาณน้ําฝนดวย regression model ผลลัพธ
ของงานวิจัยนี้พบวามีคาความคลาดเคลื่อนต่ําสุดงานวิจัยของณัฏฐณิชา ยงยิ่ง [9] เปนงานวิจัยที่นําระบบการ
เรียนรูเชิงลึกมาจําแนกขอมูลภาพถายวาเปน ถนนหนทาง ตนไม อาคาร หรือสิ่งอ่ืนๆ เพ่ือนําปรับปรุงขอมูล
ถนนในโปรแกรม OpenStreetMap ในพ้ืนท่ีเขตชนบท ผลการทดลองของงานวิจัยนี้ไดจําแนกขอมูลถนน
และวิเคราะหขอมูลไดอยางถูกตองแมนยําและรวดเร็ว งานวิจัยตอมาการตรวจหาตนไมเปนโรคโดยอัตโนมัติ
ดวยภาพถายมุมสูงจากโดรน [10] ซึ่งมีการทํางาน 2 ขั้นตอน ขั้นตอนแรกคือข้ันตอนการตรวจสอบตนไม
ภายในภาพโดยใชเทคนิค Mask R-CNN ขั้นตอนสุดทายคือการนําเอาภาพของตนไมท่ีตรวจสอบไดไปเปรียบเทียบ 
กับฐานขอมูล ImageNet ของโมเดล VGG16 เพ่ือยืนยันวาภาพถายตนไมท่ีตรวจสอบไดเปนโรคหรือไม 
งานวิจัยตอมา [11] เปนการศึกษาเปรียบเทียบประสิทธิภาพของระบบการเรียนรูแบบเชิงลึก 5 โมเดล คือ 
Fast R-CNN_NAS2, Faster R-CNN Inception_ResNetV2 Atrous, SSD ResNet50 FPN, SSD 
MobileNetV1 FPN และ Faster R-CNN ResNet101 โดยนําทั้ง 5 โมเดลมาใชในการจําแนกพื้นผิวถนนผล
การตรวจสอบพบวาโมเดล SSD ResNet50 FPN สามารถจําแนกพื้นผิวถนนไดดีท่ีสุด ตอมาการตรวจหา 
COVID-19 โดยการใชการเรียนรูเชิงลึกกับภาพซีทีสแกน [12] เปนการนําการเรียนรูเชิงลึก Mask R-CNN มา
ตรวจจับความผิดปรกติของเนื้อเยื่อปอดที่เปนลายเซ็นเฉพาะของไวรัส COVID-19 เพ่ือแยกสวนบริเวณของ
เนื้อเยื่อปอดที่ไดรับความเสียหาย งานวิจัยนี้ไดนําเอาระบบการเรียนรูแบบเชิงลึกโมเดล Mask R-CNN มาใช
ในการจําแนกภาพถายรังสีเอ็กซของเนื้อเยื่อทรวงอก ผลจากการทดลองของงานวิจัยน้ีพบวาสามารถทํานาย
ไดถูกตอง 89 เปอรเซ็นแลวใชเวลาในการทํานายอยูที่ 9.71 วินาที งานวิจัยตอมาเปนการประยุกตใชระบบ
การเรียนรูแบบเชิงลึกสําหรับการจําแนกเมล็ดพันธุขาวไทย โดยใชภาพถายของเมล็ดพันธุขาวดวยวิธีการแบบ 
Mask R-CNN และ Transfer Learning [13]  ตอมาเปนการประยุกตใชเทคนิคการเรียนรูเชิงลึกสําหรับการ
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รูจําโรคขอบใบแหงและโรคไหมของขาว (2021) [14] งานวิจัยนี้เปนการประยุกตใชระบบการเรียนรูแบบเชิง
ลึกในการจําแนกโรคขอบใบแหงและโรคไหมของขาวเพื่อจะไดสามารถหาวิธีปองกันโรคทั้งสองไดอยางทัน 
ทวงที หากสามารถวิเคราะหหรือจําแนกลักษณะของโรคทั้งสองไดอยางรวดเร็วและถูกตองแมนยํา โดยงานวิจัย 
นี้ไดใชโมเดล YOLOv3 ผลการทดลองจากการนําไปใชงานพบวางานวิจัยน้ีมีประสิทธิภาพสูงกวาผลที่ไดจาก
งานวิจัยที่ผานมา งานวิจัยตอมาการควบคุมเลเซอรพอยเตอรสําหรับการตรวจสอบบุคคลดวยระบบการ
เรียนรูแบบเชิงลึก [15] เปนการพัฒนาระบบติดตามบุคคลแบบอัตโนมัติโดยใชเลเซอรพอยเตอรในการช้ีไปยัง
ตัวบุคคลที่เคลื่อนที่ผานหนากลองเว็บแคมและงานวิจัยสุดทาย [16] งานวิจัยน้ีเปนการทดลองเปรียบเทียบ
ระบบการเรียนรูแบบเชิงลึก 4 โมเดลคือ Lenet-5 VGG16 RestNet-50 และโมเดลท่ีนําเสนอในงานวิจัยนี ้
สําหรับทําจําแนกโรคของมะนาวจากภาพถายใบมะนาว จากการทดลองพบวาโมเดลท่ีนําเสนอมีคาความ
ถูกตองแมนยําไมตางจากโมเดล ResNet-50 แตก็ยังไมมีคาสูงกวา 2 โมเดลท่ีเหลือ จากงานวิจัยท่ีกลาวผาน
มาเปนการประยุกตใชระบบการเรียนรูแบบเชิงลึก ซึ่งงานวิจัยท่ีนําเสนอในเอกสารน้ีไดนําเอาโมเดล Mask R-
CNN มาประยุกตใชในงานวิจัยสําหรับแนวคิดของงานวิจัยนี้จะไดกลาวในสวนตอไป 

สําหรับวิธีการท่ีนําเสนอในงานวิจัยนี้ไดมีการนําเอาระบบการเรียนรูแบบเชิงลึกมาใชสําหรับการ
ตรวจสอบพฤติกรรมหรือทาทางท่ีไมเหมาะสมของบุคคลภายในภาพ โดยการฝกสอนระบบใหเรียนรูภาพ
พฤติกรรมที่ไมเหมาะสมโดยใชโมเดล Mask R-CNN เมื่อตรวจสอบไดแลวก็จะทําการเบลอภาพบริเวณท่ีถูก 
Mask ดวยตัวกรองแบบเกาสเซียน เนื่องจากภาพที่ถูกตรวจสอบพบดวยโมเดลระบบการเรียนรูแบบเชิงลึก
โดยทั่วไป บริเวณที่ถูก Detect จะถูกตีกรอบดวยสี่เหลี่ยมผืนผาซึ่งจะรวมเอาบริเวณของภาพที่ไมไดเก่ียวของ
กับการแสดงพฤติกรรมท่ีไมเหมาะสมรวมเขาไปดวย ดังน้ันเมื่อทําการเบลอภาพจึงเกิดบริเวณของการเบลอที่
มีขนาดใหญมากเกินไป จากที่กลาวผานมาจึงไดนําเอาโมเดล Mask R-CNN มาใชเพราะโมเดลน้ีเมือ่ตรวจพบ
สวนที่ไมเหมาะสมภายในภาพก็จะทําการระบุบริเวณของที่ไมเหมาะสมตามพื้นที่ที่ปรากฎขึ้นจริงภายในภาพ 
สวนการเบลอภาพไดเลือกใชตัวกรองแบบเกาสเซียน เนื่องจากตัวกรองนี้จะมีลักษณะที่เมื่อนําไปกรองภาพ
จะทําใหภาพมีลักษณะที่เบลอซึ่งระดับของการเบลอข้ึนอยูกับคาความแปรปรวนท่ีกําหนดใหกับตัวกรอง 
ดังนั้นในงานวิจัยน้ีจึงไดนําเอาตัวกรองนี้มาใชในการเบลอบางสวนของภาพท่ีตองการปดบังไว สําหรับ
รายละเอียดของวิธีการนี้จะไดกลาวถึงในสวนตอไป 

วัสดุอุปกรณท่ีใชในงานวิจัยน้ีประกอบดวย ชุดขอมูลภาพที่มีสวนของพฤติกรรมที่ไมเหมาะสมจํานวน 
7,550 ภาพ โดยคาต่ําสุดของความกวางในแนวแกนนอนหรือความสูงของภาพควรมีคาอยูระหวาง 800 ถึง 
1024 พิกเซล ซึ่งเปนภาพส ีRGB และภาพขาวดํา ซึ่งแบงเปนภาพการสูบบุหรี่ 1480 ภาพ ภาพการสูบบุหรี่
ไฟฟา 980 ภาพ ภาพการสูบกัญชา 800 ภาพ ภาพการถือปน 1350 ภาพ ภาพการถือมีด 1455 ภาพ และ
การถือเครื่องดื่มแอลกอฮอล 1485 ภาพ ที่มาของภาพไดมาจากการสืบคนจาก Search Engine โดยเลือก
เอาเฉพาะภาพที่อยูในขอกําหนดสัญญาอนุญาตครีเอทีฟคอมมอนส (Creative Commons License) โดยจะ
กําหนดสวนของพฤติกรรมที่ไมเหมาะสมภายในภาพและกําหนดคลาสใหกับชุดขอมูลภาพทั้งหมด ผานทาง
เว็บไซต www.makesense.ai โดยในระบบน้ีจะมีเพียงคลาสเดียว คือ คลาสของพฤติกรรมท่ีไมเหมาะสม 
(Inappropriate Class) แตภายในคลาสไดใชภาพที่ประกอบไปดวย การสูบบุหรี่ การสูบบุหรี่ไฟฟา การถือ
อาวุธปน การถือมีด การสูบกัญชา และการถือเครื่องดื่มแอลกอฮอล ซึ่งจะถูกกําหนดบริเวณท่ีมีการปรากฏ
ของพฤติกรรมภายในภาพ จากนั้นจะถูกนําไปใชในการฝกสอนระบบการเรียนรูแบบเชิงลึก Mask R-CNN 
และไดใชตัวกรองแบบเกาสเซียนในการเบลอสวนของพฤติกรรมที่ไมเหมาะสม 
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สําหรับซอฟตแวรท่ีใชในการพัฒนาระบบนี้เปนซอฟตแวรแบบ Open Source ไดแก Python version 3,  
NumPy, OpenCV, TensorflowPyTorch, Pillow, Scikit-image และ Keras 

 

วิธีดําเนินการวิจัย 
วิธีการที่นําเสนอในงานวิจัยนี้ประกอบดวย 3 สวน คือ สวนท่ี 1 การฝกสอนระบบการเรียนรูแบบเชิง

ลึก สวนที่ 2 การตรวจสอบพฤติกรรมที่ไมเหมาะสมภายในภาพและวิดีโอดวย Mask R-CNN และองคความรู
ที่ไดจากการฝกสอนระบบการเรียนรูแบบเชิงลึก และสวนที่ 3 การเบลอสวนของพฤติกรรมที่ไมเหมาะสม
ภายในภาพดิจิทัลและวิดีโอดวยตัวกรองแบบเกาสเซียน  

1.  การฝกสอนระบบการเรยีนรูแบบเชิงลึก  
การฝกสอนกลุมขอมูล จะเริ่มดวยการเตรียมชุดขอมูลภาพที่มีสวนของบริเวณพฤติกรรมที่ไม

เหมาะสม โดยจัดเตรียมชุดขอมูลภาพทั้งหมด 7,550 ภาพจะถูกแบงสําหรับ Training 80 เปอรเซ็นต และ
สําหรับ Validation 20 เปอรเซ็นต  เมื่อจัดเตรียมชุดขอมูลเรียบรอย ในข้ันตอนตอไปจะนําชุดขอมูลที่ได
จัดเตรียมไว อัปโหลดขึ้นไปบนเว็บไซต  www.makesens.ai เพื่อทําการกําหนดสวนของบริเวณพฤติกรรมที่
ไมเหมาะสมภายในภาพ และระบุหมายเลขกลุมใหกับทุกภาพเพ่ือสรางไฟล annotations ซึ่งเปนไฟล .json
หลังจากนั้นจะทําการนําขอมูลท่ีไดจัดเตรียมไวและไฟล annotations นํามาอัปโหลดขึ้น Google Drive 
เพื่อที่จะใชฝกสอนใน Google Colab ซึ่งจะใชชุดคําสั่ง Mask R-CNN ในการฝกสอน โดยจําเปนตองติดตั้ง
เครื่องมือที่ใชในการฝกสอน ดังน้ี TensorFlow, h5pyและ matplotlib ทําการ import Mask R-CNN เพ่ือ
เรียกใช config และ model ในการฝกสอน เมื่อเสร็จสิ้นการฝกสอนจะไดไฟล weight เปนนามสกุล .h5 
เพื่อนําไปใชกับระบบในการตรวจสอบพฤติกรรมที่ไมเหมาะสมในภาพและวิดีโอตอไป  สําหรับขั้นตอนวิธีการ
ฝกสอนระบบการเรียนรูแบบเชิงลึกไดแสดงใน Figure 1 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Research  Article 
Journal of Advanced Development in Engineering and Science                                                                                                     

Vol. 14  No. 39 • January – April 2024 

115 
 

InstallTensorFlow, h5py,matplotliband 
Mask R-CNN 

Run config and model from 
Mask R-CNN 

Then training the system will result in a 
weight file which is a h5 file. 

End 

Start 

Prepare images that include parts of 
inappropriate behavior. 

Identify areas of inappropriate behavior. 
within the images and assign group numbers to 

 images. 

 Create annotations file which is a Json 
file. 

Upload towww.makesens.ai 

 
Bring the information provided to 

upload inGoogleColab. 

 
 

Figure 1 Training deep learning systems 
 

2. การตรวจสอบพฤติกรรมที่ไมเหมาะสมภายในภาพและวิดีโอดวย Mask R-CNN และองคความรูท่ี
ไดจากการฝกสอนระบบการเรียนรูแบบเชิงลึก 

ในขั้นตอนนี้จะนําไฟล weight ที่ไดจากข้ันตอนที่ 1 มาทําการตรวจสอบพฤติกรรมท่ีไมเหมาะสม
ภายในภาพ ดังแสดงใน Figure 2 (a) โดยใชโมเดลการเรียนรูเชิงลึกแบบ Mask R-CNN เมื่อตรวจสอบไดก็จะ
ทําการกําหนดบริเวณนัน้ใหเปนสวนของ 
 

  
(a) (b) 

 
Figure 2 Original image (a) Image that marks the location of inappropriate areas (b) 
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หลังจากตรวจสอบเจอสวนของภาพพฤติกรรมที่ไมเหมาะสมแลวจะนําตําแหนงของบริเวณที่
ตรวจสอบไดไปใชงานรวมกับการเบลอดวยตัวกรองแบบเกาสเซียนในขั้นตอนตอไป สําหรับข้ันตอนการ
ตรวจสอบพฤติกรรมที่ไมเหมาะสมในภาพและวิดีโอดวย Mask R-CNN แสดงดัง Figure 3 

 

 
 

Figure 3 Detecting unsuitable behavior step in digital images and video by Mask R-CNN 
  

 3. การเบลอสวนของพฤติกรรมท่ีไมเหมาะสมภายในภาพดิจิทัลและวิดีโอดวยตัวกรองแบบเกาส
เซียน ในสวนนี้ตําแหนงของพฤติกรรมที่ไมเหมาะสมท่ีตรวจสอบไดจากขอ 2 จะถูกทําใหเบลอดวยวิธีการ 
Convolution โดยใชตัวกรองแบบเกาสเซียนดังสมการท่ี 1 และ 2 ตามลําดับ 

 

(𝐼 ∗ 𝐺ఙ)(𝑖, 𝑗) = ෍ ෍ 𝐼(𝑖 − 𝑘, 𝑗 − 𝑙)𝐺ఙ(𝑘, 𝑙)

௡

௟ୀଵ

௠

௞ୀଵ

 (1) 

 

โดยที่ 𝐺ఙคือ 

 

𝐺ఙ(𝑥, 𝑦) =
1

2𝜋𝜎ଶ
𝑒

ି
ೣమశ೤

మ഑మ  (2) 

 

Start 

Get images or videos andweight. 

The images were examined with trained 
weights. 

Set the detected part to be 1 and the 
undetected part has a value of 0. 

The position of the detectable area can 
be applied to the blur in the next step. 

End 
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x  คือระยะหางจากจุดกําเนิดในแกนนอน 
 y  คือระยะหางจากจุดกําเนิดในแกนตั้ง 

𝜎   คือคาเบ่ียงเบนมาตรฐาน โดยยิ่งคาเบ่ียงเบนมาตรฐานมากก็จะเบลอมาก โดยแสดงดัง Figure 4 
 

  
(a) (b) 

 

Figure 4 (a) Gaussian filterwith 𝜎 = 1 and (b) 𝜎 = 99 
 

จากนั้นจะนําผลลัพธท่ีไดไปทําการซอนทับกับภาพหรือวิดีโอเดิมตามสมการที่ 3 
 

  
(a) (b) 

  
(c) (d) 

 
Figure 5 (a) Filtered image (b) Unfiltered image (c) opacity value imageand (d) Image   
             overlay results 
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𝐶 = 𝛼𝐹 + (1 − 𝛼)𝐵 (3) 

 
โดยที่  C  คือภาพผลลัพธ 

B  คือภาพที่ยังไมเบลอ 
F  คือภาพที่ถูกเบลอ 

𝛼 คือคาความโปรงแสงมีคาอยูระหวาง 0 และ 1 ถามีคาเปน 1 แสดงวาตําแหนงนั้นเปนสวนของ
พฤติกรรมที่ไมเหมาะสมและถามีคาเปน 0 แสดงวาตําแหนงนั้นเปนพฤติกรรมปกติ สําหรับตัวอยางของการ
ซอนภาพแสดงดัง Figure 5 

สําหรับการเบลอภาพที่ไมเหมาะสมในไฟลวิดโีอนั้นจะทําการแยกเฟรมภาพทุกเฟรมภายในไฟลวดีิโอ
ออกมาจากนั้นนําแตละเฟรมภาพไปตรวจสอบหาบริเวณของสวนพฤติกรรมทีไ่มเหมาะสมภายในแตละเฟรม
ภาพ ถาตรวจสอบพบในเฟรมภาพใดก็จะนําเฟรมภาพนั้นไปเบลอดังข้ันตอนที่กลาวผานมา สุดทายจะนํา
เฟรมภาพทีผ่านการตรวจสอบและถูกเบลอแลวกลับไปสรางเปนไฟลวิดีโออีกครั้ง 

 

ผลการวิจัย 
สําหรับการพัฒนาระบบการเรียนรูแบบเชิงลึกของงานวิจัยนี้ไดพัฒนาโดยใชภาษา Python ใชไลบรารี ่

Open CV, Matplotlib, NumPy, Torch Vision, Pillow, Scikit-Image, Tensor flow, Keras และใชโมเดล
การเรียนรูแบบเชิงลึก Mask R-CNN โดยใชภาพบริเวณสวนที่ปรากฎพฤติกรรมที่ไมเหมาะสม 444 ภาพ ภาพ 
เน่ืองจากภาพหนึ่งภาพอาจจะปรากฎบริเวณสวนของพฤติกรรมที่ไมเหมาะสมไดมากกวา 1 บริเวณ โดยจํานวน
ของบริเวณของพฤติกรรมที่ไมเหมาะสมท่ีปรากฎจริงท่ีนํามาใชในการทดสอบจึงมีทั้งสิ้น 509 บริเวณ และภาพ
ที่ไมปรากฎบริเวณสวนของพฤติกรรมท่ีไมเหมาะสมจํานวน 60 ภาพและใชวิดีโอที่ปรากฎพฤติกรรมที่ไมเหมาะสม 
จํานวน 100 วิดีโอ โดยการวัดประสิทธิภาพของระบบการเรียนรูแบบเชิงลึกจะมีการนําเอาคา Intersection 
over Union(IoU) และ Confusion Matrix มาใชในการวดัประสิทธิภาพของโมเดล 

1. Intersection Over Union (IoU) 
IoU เปนการวัดประสิทธิภาพของระบบการเรียนรูแบบเชิงลึกที่นิยมในดานการตรวจจับวัตถ ุ(Object 

Detection) โดยเปนการหาอัตราสวนซอนทับกันของภาพ Ground truth ซึ่งเปนภาพพื้นท่ีของขอมูลที่เปน
จริง และภาพผลการตรวจสอบดวยโมเดลการเรียนรูแบบเชิงลึก ซึ่งจะเปนผลลัพธของการใชโมเดลตรวจสอบ
โดยคํานวณไดดัง Figure 6 
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Figure 

โดยการคํานวณคา IoU ไดใชภาพ Ground truth 30 
เรียนรูแบบเชิงลึกมาทําการหาอัตราสวนการซอนทับกันแสดงดัง
truth และกรอบสีน้ําเงนิคือสวนที่โมเดลตรวจสอบได และแสดงคา 
 

Figure 7 sample image of IoU
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 6 IoU Calculation 
 

Ground truth 30 ภาพและภาพผลการตรวจสอบดวยโมเดลการ
เรียนรูแบบเชิงลึกมาทําการหาอัตราสวนการซอนทับกันแสดงดัง Figure 7 โดยกรอบสีเหลืองคือ Ground 

และกรอบสีน้ําเงนิคือสวนที่โมเดลตรวจสอบได และแสดงคา IoU ของแตละภาพดัง Table 1  

 
 

sample image of IoU 
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Table 1 Result of calculating the IoU 

Image IoU 

Test(1) 0.74 

Test(2) 0.86 

Test(3) 0.80 

Test(4) 0.72 

Test(5) 0.88 

Test(6) 0.61 

Test(7) 0.89 

Test(8) 0.34 

Test(9) 0.71 

Test(10) 0.82 

Test(11) 0.89 

Test(12) 0.43 

Test(13) 0.79 

Test(14) 0.43 

Test(15) 0.35 

Test(16) 0 

Test(17) 0.87 

Test(18) 0.76 

Test(19) 0.480 

Test(20) 0.62 

Test(21) 0.75 
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Table 1 Result of calculating the IoU (continue) 

Image IoU 

Test(22) 0.68 

Test(23) 0.58 

Test(24) 0.34 

Test(25) 0.87 

Test(26) 0.68 

Test(27) 0.64 

Test(28) 0.70 

Test(29) 0.30 

Test(30) 0.88 

 
จาก Table1 นําคา IoU ที่ไดมาคํานวณ Average IoU ไดเทากับ 0.65 
2. Confusion Matrix  
Confusion Matrix คือตารางที่ใชวัดความสามารถของระบบการเรียนรูแบบเชิงลึกที่ผานการฝกสอน 

โดยคาที่ไดจากตารางนี้จะมีท้ังหมด 4 คา คือ 
True Positive (TP) คือคาที่เปนจริงและระบบทํานายวามีภาพพฤติกรรมที่ไมเหมาะสม 
True Negative (TN) คือคาที่ไมจริงและระบบทํานายวาไมมีภาพพฤติกรรมทีไ่มเหมาะสม 
False Positive (FP) คือคาที่ไมจริงแตระบบทํานายวามภีาพพฤติกรรมท่ีไมเหมาะสม 
False Negative (FN) คือคาที่เปนจริงแตระบบทํานายวาไมมภีาพพฤติกรรมทีไ่มเหมาะสม 

โดยคาทั้ง 4 นี้จะนํามาใชคํานวณหาตัววดัประสิทธิภาพของระบบการเรียนรูแบบเชิงลึก 4 คาคือ Accuracy, 
Precision, Recall และ F1 Score โดยท่ี Accuracy เปนความแมนยําของระบบ คํานวณไดจากสมการท่ี 4 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (4) 

 
สําหรับ Precision เปนการวัดความเท่ียงตรงของระบบ คํานวณไดจากสมการที่ 5 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(5) 
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สําหรับ Recall เปนการวัดความถูกตองของระบบ คํานวณไดจากสมการที ่6 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (6) 

 
และสําหรับ F1 Score เปนคาที่แสดงประสิทธิภาพของระบบ คํานวณไดจากสมการท่ี 7 
 

𝐹1 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (7) 

 
โดยจะนําตัวช้ีวัดเหลานี้ไปคํานวณเพื่อประเมินประสิทธิภาพของระบบในขั้นตอนตอไป 

2.1 ผลการทดลองการเบลอภาพพฤติกรรมทีไ่มเหมาะสมสําหรบัภาพดิจิทัล 
จากการทดสอบการเบลอภาพพฤติกรรมที่ไมเหมาะสมสําหรับภาพดิจิทัลทั้งหมด 504 ภาพ แบงเปน

ภาพพฤติกรรมการดื่มแอลกอฮอล 103 ภาพ ภาพการถือมีด 50 ภาพ ภาพการสูบบุหรี่ไฟฟา 34 ภาพ ภาพ
การสูบบุหรี่ 105 ภาพ ภาพการถืออาวุธปน 102 ภาพ ภาพการสูบกัญชา 50 ภาพ และภาพท่ีไมมีพฤติกรรม
ที่ไมเหมาะสม 60 ภาพ โดยผลท่ีไดจาก Confusion Matrix ดังแสดงใน Figure 8 

 
 

  Actual Values 

  Positive                     Negative 

Pr
ed

ic
te

d 
Va

lu
es

 

Positive 450 59 

Negative 43 17 

 
Figure 8 The Confusion Matrix of blurring inappropriate behavior in digital images 

 
จาก Figure 8 เมื่อพิจารณา Confusion Matrix จะไดคาของ TP เทากับ 450 คาของ TN เทากับ 

17 คาของ FP เทากับ 59 และคาของ FN เทากับ 43 จากนั้นทําการคํานวณหาคา Accuracy, Precision, 
Recall และ F1 Score โดยแสดงดัง Table 2 
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Table 2 Experimental results of inappropriate blurring behavior for digital images 
Accuracy Precision Recall F1 Score 

0.82 0.88 0.91 0.90 
 

เมื่อทําการวัดประสิทธิภาพของระบบการเรียนรูแบบเชิงลึกพบวามีคา Accuracy เทากับ 0.82 
Precision เทากับ 0.88Recall เทากับ 0.91 และ F1 Score 0.9 ซึ่งทั้ง 4 คามีคาเกิน 0.8 แสดงใหเห็นวา
ระบบการเรียนรูแบบเชิงลึกของงานวิจัยน้ีมีความแมนยําในการทํานายสูง 

ตัวอยางภาพของผลการทดลองการเบลอพฤติกรรมท่ีไมเหมาะสมสําหรับภาพดิจิทัลท่ีสามารถ
ตรวจสอบและทําการเบลอสวนของพฤติกรรมที่ไมเหมาะสมภายสําหรับภาพไดถูกตองซึ่งมีคา TP คือคาท่ี
เปนจริงและระบบทํานายวามีภาพพฤติกรรมที่ไมเหมาะสมแสดงดัง Figure 9 – 14 

 
 

  
(a) (b) 

 
Figure 9 (a) Original image (b) Correctly blurred inappropriate image 

 
 

  
(a) (b) 

 
Figure 10 (a) Original image (b) Correctly blurred inappropriate image 
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(a) (b) 

 
Figure 11 (a) Original image (b) Correctly blurred inappropriate image 

 
 

  
(a) (b) 

 
Figure 12 (a) Original image (b) Correctly blurred inappropriate image 

 
 

  
(a) (b) 

 
Figure 13 (a) Original image (b) Correctly blurred inappropriate image 

 
 
 



Research  Article 
Journal of Advanced Development in Engineering and Science                                                                                                     

Vol. 14  No. 39 • January – April 2024 

125 
 

 

  
(a) (b) 

 
Figure 14 (a) Original image (b) Correctly blurred inappropriate image 

 
ตัวอยางภาพของผลการทดลองการเบลอภาพพฤติกรรมที่ไมเหมาะสมสําหรับภาพดจิิทัลท่ีตรวจสอบ

และทําการเบลอสวนของพฤติกรรมที่ไมเหมาะสมไดไมถูกตอง ซึ่งมีคา FP คือคาที่ไมจริงแตระบบทํานายวามี
ภาพพฤติกรรมที่ไมเหมาะสมแสดงดัง Figure 15 -17 

 

  
(a) (b) 
  

Figure 15 (a) Original image (b) Incorrectly blurs the inappropriate image 
 

 

 
 

(a) (b) 
  

Figure 16 (a) Original image (b) Incorrectly blurs the inappropriate image 
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(a) (b) 

 

Figure 17 (a) Original image (b) Incorrectly blurs the inappropriate image 
 

2.2 ผลการทดลองการเบลอภาพพฤติกรรมที่ไมเหมาะสมสําหรับวิดีโอ 
จากการทดสอบการเบลอภาพพฤติกรรมท่ีไมเหมาะสมสําหรับวิดีโอท้ังหมด 100 วิดีโอ (13,286 

เฟรมภาพ) แบงเปนวิดีโอพฤติกรรมการดื่มแอลกอฮอล 20 วิดีโอ (3,309 เฟรมภาพ) วิดีโอการถือมีด 13 
วิดีโอ (868 เฟรมภาพ) วิดีโอการสูบบุหรี่ไฟฟา 20 วิดีโอ (3,034 เฟรมภาพ) วิดีโอการสูบบุหรี่ 19 วิดีโอ
(2,803 เฟรมภาพ) วิดีโอการถืออาวุธปน 18 วิดีโอ (1,821 เฟรมภาพ) วิดีโอการสูบกัญชา 10 วิดีโอ (1,451 
เฟรมภาพ) โดยผลท่ีไดจาก Confusion Matrix  แสดงดัง Figure 18   

 

 

  Actual Values 

  Positive Negative 

Pr
ed

ic
te

d 
Va

lu
es

 

Positive 12,260 865 

Negative 1,111 1,915 

 
 

Figure 18 The Confusion Matrix of blurring inappropriate behavior in videos 
 

คาของ TP เทากับ 12,260 คาของ TN เทากับ 1,915 คาของ FP เทากับ 865 และคาของ FN 
เทากับ 1,111 จากนั้นทําการคํานวณหาคา Accuracy, Precision, Recall และ F1 Score โดยแสดงดัง 
Table 3 

 

Table 3 Experimental results of inappropriate blurring behavior for videos 
Type Accuracy Precision Recall F1 Score 

 Inappropriate  0.88 0.93 0.92 0.93 
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ตัวอยางผลการทดลองการเบลอพฤติกรรมที่ไมเหมาะสมสําหรับวิดีโอแสดงดัง Figure 19 – 21 
 

  
(a) Original image frame (b) Blurred image frame 

  
(c) Original image frame (d) Blurred image frame 

  
(e) Original image frame (f) Blurred image frame 

  
(g) Original image frame (h) Blurred image frame 

  
(i) Original image frame (j) Blurred image frame 

 
Figure 19 Example of the original image frame (Left) The result of blurring inappropriate  
              behavior (Right) 
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(a) Original image frame (b) Blurred image frame 

  
(c) Original image frame (d) Blurred image frame 

  
(e) Original image frame (f) Blurred image frame 

  
(g) Original image frame (h) Blurred image frame 

  
(i) Original image frame (j) Blurred image frame 

 

Figure 20 Example of the original image frame (Left) The result of blurring inappropriate  
              behavior (Right) 
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(a) Original image frame (b) Blurred image frame 

  
(c) Original image frame (d) Blurred image frame 

  
(e) Original image frame (f) Blurred image frame 

  
(g) Original image frame (h) Blurred image frame 

  
(i) Original image frame (j) Blurred image frame 

 

Figure 21 Example of the original image frame (Left) The result of blurring inappropriate  
               behavior (Right) 
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อภิปรายและสรุปผลการวิจัย  
เนื่องจากคาของการวัดประสิทธิภาพของระบบในงานวิจัยน้ีมีคาที่สูงสวนหนึ่งเปนผลมาจากการกําหนด 

กลุมขอมูลท่ีนอยในงานวิจัยนี้ไดกําหนดไว 6 กลุมขอมูลคือ การสูบบุหรี ่การสูบบุหรี่ไฟฟา การสูบกัญชา การ
ถืออาวธุปน การถือมีด และการถือเครื่องดื่มแอลกอฮอล ซึ่งในความเปนจริงแลวภาพพฤติกรรมที่ไมเหมาะสม 
ไมไดมีเพียง 6 กลุมขอมูลท่ีไดกําหนดภายในงานวิจัยนี้ ยังขาดภาพในลักษณะอ่ืนๆอีก เชน ภาพการทารุณ
กรรมสัตว ภาพของการทํารายรางกาย ภาพของการท่ีบุคคลใชความรุนแรงในการทํารายบุคคลอื่น และยังมี
ภาพที่บุคคลสามารถใชอุปกรณที่ไมใชอาวุธเชนมีด อาจจะเปนคอนหรือไมมาเปนอาวุธ เพราะฉะนั้นดวยจํานวน 
กลุมขอมูลท่ีนอยจึงมีผลทําใหการตรวจสอบขอมูลของระบบทําไดแมนยําสูง ดังน้ันหากเพ่ิมกลุมขอมูลเหลานี้
เขาไปเพ่ือใหสามารถตรวจสอบภาพพฤติกรรมที่ไมเหมาะสมไดมากขึ้น ผลของคาที่ใชวัดประสิทธิภาพก็นาจะ
มีคาลดลง จากความผิดพลาดในการตรวจสอบที่เห็นไดจาก Figure 15 – 17 แสดงใหเห็นวากลุมขอมูลที่ใช
ในการฝกสอนยังขาดความหลากหลายและมีจํานวนขอมูลท่ีมาใชฝกสอนระบบนอยเกินไป จึงทําใหการตรวจสอบ 
วาการถือถวยกาแฟดัง Figure13 กลายเปนภาพพฤติกรรมที่ไมเหมาะสมและดวยเหตุผลเดียวกันกับที่เกิดกับ 
Figure16 และ 17  

สรุปผลการวิจัย   
ในงานวิจัยนี้ไดพัฒนาระบบการเรียนรูแบบเชิงลึกเพ่ือทําการเบลอภาพของพฤติกรรมที่ไมเหมาะสม

ภายในภาพหรือวิดีโอโดยใชโมเดลการเรียนรูเชิงลึกแบบ Mask R-CNN กระบวนการฝกสอนโมเดลการเรียนรู
ไดใชภาพจํานวน 7,550 ภาพในการฝกสอนระบบการเรียนรูแบบเชิงลึกใหเกิดองคความรูใหมเพ่ือนํามาใชใน
การตรวจสอบ จากการทํางานของระบบพบวาระบบสามารถทําการเบลอภาพพฤติกรรมที่ไมเหมาะสมได
ถูกตองโดยในงานวิจัยน้ีไดใชตัววัดประสิทธิภาพของการเรียนรูแบบเชิงลึกสําหรับภาพดิจิทัลโดยมีคา 
Accuracy, Precision, Recall และ F1 Score ระบบสามารถเบลอในสวนของพฤติกรรมท่ีไมเหมาะสมใน
ภาพดิจิทัลและคลิปวิดีโอไดอยางเหมาะสม  

ในงานวิจัยนี้พบปญหาท่ีเกิดข้ึนในระหวางการตรวจสอบพฤติกรรมที่ไมเหมาะสมภายในภาพหรือ
ภาพวิดีโอคือ มีบางสวนที่ทํางานไมถูกตองโดยเฉพาะกับภาพที่มีวัตถุที่คลายกับสิ่งท่ีไมเหมาะสม เชน ขวดนํ้า
ซึ่งคลายกับขวดแอลกอฮอล การจับปากกาที่มีรูปทรงคลายกับบุหรี ่เปนตน เน่ืองจากภาพที่นํามาฝกสอนนั้น
มีไมเพียงพอ 
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