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1 Department of Mathematics, Quang Nam University, 102 Hung Vuong, Tamky, Vietnam
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Technology, Thai Nguyen, Vietnam

ABSTRACT. The aim of the paper is to study the closedness of the optimal solution
sets for general vector alpha optimization problems in Hausdorff locally convex topological
vector spaces. Firstly, we present the relationships between the optimal solution sets of
primal and dual general vector alpha optimization problems. Secondly, making use of the
upper semicontinuity of a set-valued mapping, we discuss the results on closedness of the
optimal solution sets for general vector alpha optimization problems in infinite-dimensional
spaces.

KEYWORDS: Dual and primal general vector alpha optimization problems; Optimal
solution sets; Upper C'— continuous set-valued mapping; Hausdorff locally convex topo-
logical vector spaces.

AMS Subject Classification: 90C29, 90C46, 49K27

1. INTRODUCTION

It is well known that the closedness, upper (lower) semicontinuity and connected-
ness or contractibility of optimal solution sets in set-valued optimization problems
play an important role in the theory of set-valued analysis and applied analysis (see,
e.g.,[l,2,3,4,5,06,7,8 9,10, 13, 17] and the references therein). In recent years,
Gong [5] studied the connectedness and path connectedness of efficient solution sets
of vector equilibrium problems using the scalarization results; Gong and Yao [6, 7]
discussed the results about the lower semicontinuity and connectedness of the effi-
cient solution sets for parametric generalized systems which was introduced by Ding
and Park [4] with monotone bifunction in real locally convex Hausdorff topological
vector spaces; Khanh and Luu [9] obtained the result on the upper semicontinuity of
solution set of quasivariational inequalities in Hausdorff topological vector spaces;
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Khanh and Anh [10] investigated the Holder continuity of solution to parametric
multivalued vector equilibrium problems in metric linear spaces; Wu and Wu [17]
have discussed the characterization of solution sets of a general convex program on
a normed vector space using the Gateaux differentiable.

On characterizations of the solution sets for general alpha vector optimization
problems have been extensively investigated in recent years because of their fields
of applications (see, e.g., [11, 12, 13, 14, 15, 16] and the references therein). For
example, Lin and Tan [11, 12] introduced and studied the solution existence results
for the systems of quasivariational inclusion problems of type I and related problems
in infinite dimensional spaces. On using the upper and lower semicontinuity of set-
valued mappings, Tan [15, 16] together with Su [14] have received the result on
existences of solution of generalized systems.

However, so far as we known, there are no results in the literature on the closed-
ness of the efficient solutions for dual and primal general vector alpha optimization
problems in Hausdorff locally convex topological vector spaces. The purpose of the
article is to discuss the closedness for efficient solutions of this problems.

The organization of this paper is as follows. In Section 2, we recall some basic con-
cepts and related properties. Section 3 is devoted to the relationships between the
optimal solution sets of dual and primal general vector alpha optimization problems
in Hausdorff locally convex topological vector spaces. In this section, the closedness
of optimal solution sets plays a central role in this paper. In Section 4, we make a
conclusion to emphasis the obtained results again.

2. PRELIMINARIES

Throughout this paper, let X and Y be two Hausdorff locally convex topological
vector spaces in which Y be partially ordered by a convex cone C. We recall that C
is a cone if tc € C for every ¢ € C and every nonnegative number ¢. C' is said to be
a convex set if for any ¢,d € C, the line segment [c,d] = {tc+ (1 —¢t)d: 0 <t < 1}
belongs to C. If C' is a convex set then a cone C is called a convex cone. If C' is
a closed and convex set then a cone C is called a closed and convex cone. We set
I(C) :== Cn (=C). In this case, if I(C) = {0} then a cone C is called a pointed
cone. We denote D instead of a nonempty subset of X, and F': D = Y stands for
a set-valued mapping F' from D into Y. The domain and the graph of F' are defined
respectively by

dom F ={z €D : F(z) # 0},
graph F = {(z,y) € DxY : z €domF, y € F(z)}.

For A C X, we denote as usual by intA, ¢l A intead of the interior and the closure
of A, respectively. The set of Ideal, Pareto, Proper and Weak minimal points of A
with respect to C' is denoted respectively as

IMin(A|C), PMin(A|C), PrMin(A|C) and W Min(A|C).

The set of Ideal, Pareto, Proper and Weak maximal points of A with respect to C
is denoted respectively as

IMax(A|C), PMax(A|C), PrMaz(A|C) and WMaxz(A|C).

The concepts of Ideal, Pareto, Proper and Weak minimal and maximal points can
be found in Luc [13].
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In this paper, the primal general vector alpha optimization problems correspond-
ing to D, F and C (to short, (GVOP)q min) are defined as follows: finding # € D
such that

F(z) naMin(F(D)|C) # 0.
The set of such points T is said to be a solutions set of (GV OP),, min Which is denoted
by aSmin(D, F, C). The elements of aMin(F (D)|C) are called alpha optimal values
of (GVOP) g min, where a = I, a« = P, a = Pr and o = W instead of the case of
Ideal, Pareto, Proper and Weak efficient points, respectively.

The dual general vector alpha optimization problems corresponding to D, F' and
C of problem (GVOP)q min, which is denoted by (GVOP)4 max, can be defined as
follows: finding € D such that

F@)NnaMaz(F(D)|C) # 0.

The set of such points Z is said to be a solutions set of (GVOP),, max which is de-
noted by aSmax(D, F,C). The elements of aMax(F(D)|C) are called alpha optimal
values of (GVOP)q,max- The set D is sometimes called the set of alternatives and
F (D) is the set of outcomes.

We next recall the following definitions which will be needed in the paper.

Definition 2.1. ([13]) Let A be a nonempty subset of Y. We say that

(i) = € A is an ideal efficient (or ideal minimal) point of A with respect to C
ify—a e C for every y € A.

The set of ideal minimal points of A is denoted by IMin(A|C).

(ii) € A is an efficient (or Pareto-minimal, or nondominated) point of A
with respect to C' if there is no y € A with z —y € C\ [(C), where
(C):=Cn(=0).

The set of efficient points of A is denoted by PMin(A|C).

(iii) = € A is a (global) proper efficient point of A with respect to C' if there
exists a convex cone C which is not the whole space and contains C'\ I(C)
in its interior such that

z € PMin(A|C).

The set of proper efficient points of A is denoted by PrMin(A|C).
(iv) Supposing that intC' is nonempty, = € A is a weak efficient point of A with
respect to C' if
x € PMin(Alint C U {0}).
The set of weak efficient points of A is denoted by WMin(A|C).

The concepts of upper and lower semicontinuity with a set-valued mapping play
an important role in the paper.
Definition 2.2. ([15, 16]) Let F : D = Y be a set-valued mapping,.

(i) F is said to be upper C'— continuous in T € domF if for any neighborhood
V' of the origin in Y, there exists a neighborhood U of T such that

F(z) CF(@)+V +C VzeUndomkF.

(ii) F is said to be lower C'— continuous in T € domF if for any neighborhood
V' of the origin in Y, there exists a neighborhood U of T such that

F@) Cc F(x)+V —-C VzeUndomF.
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(iii) If F is upper C'— continuous and lower C'— continuous in T € domF
simultaneously, we say that F' is C— continuous in .

(iv) If F is upper (resp. lower) C'— continuous in any points of T € domF, we
say that F' is upper (resp., lower) C'— continuous on D.

Let  # A C Y, C C Y be a convex cone. By making use of the concepts
in Definition 2.1, we receive the equivalences of efficiency, which can be stated as
follows.

Proposition 2.3. ([13]) A equivalent definition of efficiency:

(i) z € IMin(A|C) if and only if € A and A C z + C.
(ii) z € IMaz(A|C) if and only if x € A and AC z — C.
(iii) x € PMin(A|C) if and only if AN (x — C) C x4+ I(C), or equivalently,
when C' 1is pointed, v € PMin(A|C) if and only if AN (z — C) = {z}.
(iv) When C is not the whole space, x € WMin(A|C) if and only if AN (x —
intC) = 0, or equivalently, there is noy € A such that x —y € {0} U intC
and noty —x € {0} U intC.

It can be easily seen that the following equalities hold

aMin(A| — C) = aMax(A|C),

aMaz(Al — C) = aMin(A|C),

where « is one of the notions I, P, Pr and W. Moreover, it follows from Proposition
2.2 in Luc [13] that the following inclusions are true:

PrMin(A|C) C PMin(A|C) C WMin(A|C).

If, in addition, IMin(A|C) # () then
PMin(A|C) = IMin(A|C).

Finally, the strict convexity of a set-valued mapping will be provided.

Definition 2.4. ([13]) Let D be a convex subset of domF with F': D = Y. We say
that

(i) F is called strictly C— convex on D, when intC # (), if for 1,25 € D, x1 #
x2, t€(0,1),ie. 0<t <1,

F(txy + (1 —t)x2) CtF(z1) + (1 —t)F(x2) — intC.

(ii) F is called strictly C'— quasiconvex on a nonempty convex subset D C X,
when intC # ), iffory € Y, x1,20 € D, 1 # 12, t € (0,1),ie. 0 <t <1,

F(x1),F(z2) Cy— C implies F(tx; + (1 —t)xs) C y — intC.
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3. CLOSEDNESS OF THE OPTIMAL SOLUTION SETS FOR PROBLEMS (GVOP)y min
AND (GVOP)q, max

In this section, we discuss the closedness and relationships between the optimal
solution sets of dual and primal general vector alpha optimization problems in
Hausdorff locally convex topological vector spaces corresponding to D, F' and C,
where « is one of the qualifications: Pareto, Proper, Ideal and Weak.

Proposition 3.1. Let aSyin(D, F,C) be the solution set of (GVOP)q min, where
« is one of the notions I, P, Pr and W. We have the following assertions hold.

(i) ISmin(D, F,C) C PSpmin(D, F,C). Moreover, if IMin(F(D)|C) # 0 then
ISmin(DaFv C) = PSmin(D7Fa C)a

and it is has at most a solution whenever C' is pointed.
(ii) PrSmin(D, F,C) C PSnin(D, F,C) C WSmin(D, F,C).

Proof. Case (i): Let us assume that x be a solution of (GVOP)  min, which yields
that

F(z) N IMin(F(D)|C) # 0.
By definitions, it can be easily seen that

F(x)N PMin(F(D)|C) # 0.

Therefore, the vector x is an optimal solution of (GVOP)pmin. Making use of
Proposition 2.2 [13] in the case IMin(F(D)|C) # 0, and we obtain the result as
required.

Case (ii): Tt is evident that

F(z)N PrMin(F(D)|C) C F(x) N PMin(F(D)|C)
C F(z)NnWMin(F(D)|C) Vz e D.
Consequently,
PrSumin(D, F,C) C PSpin(D, F,C) C WSmin(D, F,C),

which proves the claim. O

Proposition 3.2. Let aSmax(D, F,C) be the solution set of (GV OP)qa max, where
« is one of the notions I, P, Pr and W. We have the following assertions hold.

(i) ISmax(D, F,C) C PSmax(D, F,C). Moreover, if IMax(F(D)|C) # 0 then
ISmax(DaF> C) = PSmax(DaFa C)>

and it is has at most a solution whenever C' is pointed.
(ii) PrSmax(D, F,C) C PSpax(D, F,C) C WSnax(D, F,C).

Proof. Case (i): Let = be a solution of (GVOP) max, which means that
F(z)NIMaz(F(D)|C) # 0.

By definitions, it is not hard to see that
F(z) N PMax(F(D)|C) # 0.

Thus the vector z is a solution of problem (GV OP) p max. If, in addition, IMax(F(D)|C) #
(), taking into account of Proposition 2.2 [13], we arrive at the desired conclusion.
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Case (ii): It is evident that
F(z) N PrMaz(F(D)|C) C F(z) N PMax(F(D)|C)
C F(z)NWMax(F(D)|C) Vx € D.
Therefore,
PrSmax(D, F,C) C PSpax(D, F,C) C W Snax(D, F,C),

as was to be shown. O

Proposition 3.3. Let D be a nonempty convex subset in X and the set-valued
mapping F': D 3Y be either strictly C— convex or strictly C— quasiconvex on D.
Assume, furthermore, that F(x) is convex set for all x € D. Then

PSmin(D7 Fa C) = WSmin(D7 Fa C)
If, in addition, IMin(F(D)|C) # 0, then

ISmin(D; F7 C) = WSmin(Da F7 C),

and it is has at most a solution whenever C' is pointed.

Proof. Making use of the result obtained in Proposition 3.1 (ii), it suffices to prove
that
W Smin(D, F,C) C PSmin(D, F,C).
Take arbitrary © € WSy, (D, F,C) and prove that © € PSyin(D, F,C). In fact,
we assume to the contrary, that @ ¢ PSSy (D, F,C). By definition, one finds an
element y € D such that
F(y) C F(z) - C\{0}.
It is well known that
c\{o}cc, c\{o}+Ccc,
intC C C, intC 4+ C = intC,
1 1
§F(x) + §F(x) =F(z) Vx € D.

We set
1 n 1
z2=—-x+ -y.
2" oY
Since D is convex set, it ensures that z € D. Using the definition of strictly C'—

quasiconvexity on D and the set F(z) convex, it follows that
1 1

F(z) C iF(x) + iF(y) — intC
C %F(m) + %F(x) - %C\ {0} — intC
C %F(w) + %F(x) —C —intC
C F(z) — intC,

which contradicting the condition & € WS, (D, F,C). So, we have the following
equality
PSuin(D, F,C) =W Snmin(D, F,C).
The last case is due to preceding Proposition 3.1 and we get the required conclusion.
O
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Remark 3.4. It is worth noting that the results obtained in Proposition 3.3 are
still holds for the senses

PSmax(DaFv C) = WSmax(DaFv C)
and
ISmax(DaFa O) = WSmax(DaF7 C),

if the set-valued mapping F' is strictly (—C)— convex or strictly (—C')— quasiconvex
on D.

Theorem 3.1. Let D be a nonempty closed subset in X and the set-valued mapping
F:D=2Y be upper C— continuous on D and assumming, in addition, that C' be
a closed convex cone in'Y and F(x) compact for any x € D. Then ISy (D, F,C)
is closed.

Proof. Assume to the contrary, that there exists sequence (z4)q C ISmin(D, F,C)
such that

To — T, (3.1)
where T & 1.5,,in(D, F,C). From the initial assumption, we have that D is a closed
subset in X and (z4)o C D, and so, it follows that T € D. It is well known that F'
is upper C'— continuous on D, which yields that F is also upper C'— continuous at
7. Making use of Definition 2.2, for any open convex neighborhood V' of the origin
in Y, there exists a neighborhood U of T in X such that

1
F(z) CF(f)+§V+C’ Va e UNdomkF. (3.2)
It follows from (3.1) that there exists cg > 0 such that

o € UNdomFE for every a > «p.

From (3.2) we obtain the following inclusion
1
F(zy) C F(T) + §V + C for every a > ag. (3.3)

We arbitrarily take o > «g. It is clear that F' is upper C— continuous at x,. For
the preceding open convex neighborhood V, there exists a neighborhood U, of z,
satisfying

1
F(Uy NdomF) C F(xa)+§V+C’. (3.4)
Since V' is convex, it holds that
1 1
§V + §V cV.
Combining (3.3)-(3.4) yields that
F(U,NdomF) C F(z)+V +C. (3.5)

By the initial hypotheses, F(Z) is a compact set, C' is a closed cone and V is an
open neighborhood arbitrarily, and thus, it follows from (3.5) that

F(U,NdomF) C F(z)+ C. (3.6)
Let us see that
F(zo) NIMin(F(D)|C)=0 Ya> a.
In fact, if it was not so, then there would exists an element y,, € F(x,) with a > ag

such that
F(D) Cya+C.
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Because a > «y, it follows from (3.6) that
Yo € F(T) + C.

One finds an element ¢, € C such that y, — ¢q € F(Z). On the other hand, for any
a > Qp,

F(D) C (Yo —ca) +Ca +C
C (yafca)+C’+C’
= (ya — ca) + C.
By virtue of Definition 2.1 together with the fact that F(z) C F(D), one obtains

Yo — Ca € F(T)NIMin(F(D)|C) Va > ay,
this means that T € ISy (D, F, C), this is a contradiction. We thus will be allowed
to say that the following relation is fulfilled
F(xq) NIMin(F(D)|C) =0 Va > ag,

it means that for any o > «g, the vector z, does not belong to the solution set
ISmin(D, F,C), which conflicts with the initial assumptions. So the optimal solution
set ISmin(D, F,C) is closed, and we get the desired conclusion. O

Proposition 3.5. Let D be a nonempty closed subset in X and the set-valued
mapping F : D =Y be upper (—C)— continuous on D and assumming, in addition,
that C be a closed conver cone in'Y and F(x) compact for any x € D. Then
ISmax(D, F,C) is closed.

Proof. We take @Q = —C, then @ is a closed convex cone in Y and the set-valued
mapping F' is upper @ — continuous on D. By using the obtained result in Theorem
3.1, we deduce that ISnin(D, F, Q) is closed. Therefore, the optimal solution set
1S8,0:(D, F,C) is also closed because the following equality holds

ISmax(Da F7 C) = ISmin(D7 Fa Q)7
which completing the proof. O

Theorem 3.2. Let D be a nonempty closed subset in X and the set-valued mapping
F:D =Y be upper (C)— continuous on D and assumming, in addition, that C be
a closed convex cone in'Y and F(x) compact for any x € D. Then PSwyin(D, F,C)
and PSmax(D, F,C) are closed.

Proof. We prove only the case PSyin(D, F,C) is closed because the closedness of
PSmax(D, F,C) is similarly proceeded. In fact, suppose to the contrary, that there
exists sequence (Zq)o C PSmin(D, F,C) such that

To — T,

where T ¢ PSnyin(D, F,C). Arguing similarly as for proving Theorem 3.1, there
exist neighborhoods U, (o > «yp) of z,, satisfying

F(Uy NndomF) C F(T) +1(C). (3.7)
We next have to show that
F(zo) N PMin(F(D)|C) =0 Ya > ap. (3.8)
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Indeed, if (3.8) does not hold, it means that there is at least an element z, € F(z4)
with a > ag such that
F(D)N (2o —C) C 2o +1(C) Va > ap.

It should be noted here that for every a > «, by using the proof of Theorem 3.1,
we obtain x, € U,, and moreover it leads to the following result holds

za € F(U, NdomF).
This along with (3.7) lead to there exists ¢, € I(C) with a > «q satisfying
Za — Co € F(T).
It can be seen that
intC C C, tintC = intC, tC =C, Vt > 0,
intC + C = intC, (—intC) + (-C) C —(C 4+ C) = —-C,
C+ C c C implies I(C)+1(C) C I(C).
We thus have the following relations
F(D)N(zq —Cco —C) CF(D)N(2zq —C—=0C)
CF(D)N (20 —C) Czo +1(C)
=2y — Ca T o +1(C)
C 2o —Ca +1(C)+1(C)
=24 — Ca +1(C) YVa > ap.
We set
Yo = Za — Ca-
Obviously,
Yo € F(T) N PMin(F(D)|C) Ya > ap.
So we conclude that T being an optimal solution of problem (GVOP)pmin, which

conflicts with the fact that T & PSmin (D, F, C). Therefore, the optimal solution set
of problem PSpin(D, F,C) is closed in X, which completes the proof. O

Theorem 3.3. Under the assumptions of Theorem 3.1. We have the following
assertions hold.
(i) If ISmin(D, F,C) # 0 then PSnin(D, F,C) is closed.
(i) If F s upper (—C)— continuous on D and ISpyax(D,F,C) # 0 then
PSiax(D, F,C) is closed.

Proof. By reasons of similarly, we prove only case (i). In fact, we may assume that
the optimal solution set ISpin(D, F,C) # (), then it is plain that

PSpin(D, F,C) = ISy (D, F,C).

Adapting the result obtained in Theorem 3.1, we conclude that PSyn(D, F,C) is
closed and the claim follows. O

Theorem 3.4. Let D be a nonempty closed subset in X, the set-valued mapping
F: D =Y and assumming, in addition, that C be a closed convex cone with its
interior nonempty and be not the whole space in'Y and F(x) compact for any x € D.
Then

(i) WSmin(D, F,C) is closed if F is upper C— continuous on D .

(ii) WSmax(D, F,C) is closed if F is upper (—C)— continuous on D.
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Proof. We proof only case (i) by reasons of similarly. Assume to the contrary, that
there exists sequence (Z4)q C WSmin(D, F,C) and T & W Spin(D, F,C') such that

Lo — T.

Repeat the proof of preceding Theorem 3.1, then one finds ag > 0, U, is a neigh-
borhood of z,, such that

F(Uy NdomF) C F(z)+C Ya > ap. (3.9)
It is not difficult to check that
F(zo) N PMin(F(D)|C) =0 Ya > ap. (3.10)

Indeed, if (3.10) does not hold, then there exists at least an element w, € F(z4)
with a > g such that

wa € PMin(F(D)|C).
Because C' is not the whole space, making use of Proposition 2.3 in Luc [13] to
deduce that
F(D)N (wa - intC) =0 Ya > a.
Note that for every a > «, then z, € U,, which leads to the following result holds
wo € F(Uy NdomF).
Together this with (3.9), it yields that there exists ¢, € C with a > g satisfying
Wo — Co € F(T).
Since C' is a convex cone with its interior nonempty, it yields that the following

equality holds
C + intC = intC.

Consequently,
Wo — Co — INtC C wy — intC.
Therefore,
Wo — Co € F(T) NWMin(F(D)|C) Va > «ap,
which means that
T € WSnin(D, F,C),

contradicting the fact that T is not an optimal solution of problem (GV OP)w, min.
So the condition (3.10) holds, which leads to z, with a > « does not being
optimal solutions of (GV OP)w,min, a contradiction. From here we will be allowed to
conclude that the optimal solution set W Spin (D, F, C) is closed and this completes
the proof. O

Theorem 3.5. Let D be a nonempty closed subset in X, the set-valued mapping
F : D =Y and assumming, in addition, that C be a closed convex cone with its
interior nonempty, C \ I(C) be open, C' be not the whole space in Y and F(x)
compact for any x € D. Then

(i) PrSmin(D, F,C) is closed if F is upper C— continuous on D and the
problem (GVOP) min has solution.

(ii) PrSmax(D, F,C) is closed if F is upper (—C)— continuous on D and the
problem (GVOP) max has solution.
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Proof. Case (i): We take arbitrary sequence (z4)a C PrSmin(D, F,C) such that
To =T € X.
Since z,, € D for every a > 1 and the set D is closed, one gets T € D. By the initial
assumption it yields that the problem (GVOP); min has solution. On one hand, it
follows from Theorem 3.3 that the optimal solution set P.Sy,:,(D, F,C) is closed.
Making use of Proposition 3.1 to deduce that the following result holds
(xoe)oz C PSmin(D7Fa C)
Consequently,
T € PSnin(D, F,C).

By definitions, we get

F(z) N PMin(F(D)|C) # 0.
Taking § € F(T) such that

FD)n(y—C) c{y} +1UCO).
By picking

K =1(C)UintC.
Then K is a convex cone which is not the whole space and contains C'\ [(C) in its
interior. In fact, we get
C\I(C) = intC C int (1(0) U intc) = intkK.

On the other hand, it is evident that

F(D)N (Y- K) C{y} + U(K),
which yields that

y € F(Z)N PMin(F(D)|K).
Consequently,

T € PrSmin(D, F,C),

which completing the proof of case (i).

Case (ii): Arguing similarly as for the proof of case (i), where a cone C is replaced
by a cone —C', we also arrive at the conclusion. O

To close this paper, we give an example illustrating Theorem 3.5.

Example 3.6. Let X = R? = {# = (z1,22) : 71 € R, 22 € R}, Y = R,
D=[-1,0]x[-1,0) CR?, C =R, ={z €R : 2> 0}. We consider the set-valued
mapping F': D = R is defined by

F(z1,22) = {x1 + 22} (V(z1,22) € D).

It can be easily seen that the cone C' # Y is closed and convex with intC' = Ry |
(where Ry := intR; ) and the cone C \ [(C') = R4 is open. Notice that for any
x € D, the set F(z) is compact. Let us see that F' be upper C'— continuous on D.
In fact, take arbitrary T := (Z1,T2) € D and € > 0, define the neighborhood U of T
by

U= {(Jcl,xg) ER? : (21 —71)2 + (22 — T2)? < (%)2}.

For every (x1,z2) € UN D (note that D = domF), we obtain the following system

{ (€1 —T1)2 + (22 — T2)? < (5)?

Z1+$2§0.
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We have that
F(x1,22) C F(T1,%2) + (—€,¢) + Ry (3.11)
Indeed, (3.11) is equivalent to
T1+ 22 €T1 + T2 + (—€,¢) + Ry,
or equivalently,
1+ X9 —T1 — T € (—€,+00).
Hence,
T1 4+ To — T — Ty > —€. (3.12)
It is well-known that
|1 + 22| < |21 + 22 — T1 — To| + [T + T2

< \/2((:51 —T1)2 4 (x2 — T2)?) + [T1 + T2
< e+ |T1 + Tl

So, (3.12) is fulfilled, which means that the set-valued mapping F' is upper C—
continuous on D. We next check that ISy, (D, F,C) # (. Indeed, we first pick
(x1,22) € D, ie., x; € [-1,0] for i = 1,2, and one second considers F(z1,x2) N
IMin(F(D)|C) # 0. By definitions, z1 +z2 € F(D) and F(D) C 1+ x2+ Ry. By
directly calculating,

Fo)= Y F(xl,xg):[—zo]

(z1,x2)€D
Thus,

1+ 29 > —2
T+ 1o < —2.
This system is equivalent to x1 + x5 = —2, but 1 > —1 and x5 > —1, which leads

to x1 = x5 = —1. So,
ISmin(D7F7 C) = {(715 71)} 7é @
Thanks to Theorem 3.5 that the solution sets PrSun (D, F, C) and PrSpnax(D, F, —C)

are closed. In fact, in this setting, it holds that PSy,(D, F,C) = {(-1,—-1)} and
further, it follows from Proposition 3.1 that

PrSmin(D,F,C) C {(-1,-1)}.
We have to show that (—1,—1) € PrSmin(D, F,C). In fact, we define a convex
cone C = Ry = [0,400). It is obvious that C' is not the whole space ¥ = R and

contains C'\ [(C) = intR in its interior such that (—1,—1) € PSyin(D, F, C), and
80, PrSmin(D, F,C) = {(—1,—-1)}, which means that it is a closed set. Similarly,
if we take C' = —Ry then PrSn.x(D,F,C) = {(—1,—1)} is a closed set, as it was
checked.

We close this paper by making some comparisons between the results obtained
in the paper and the existing one in the literature.

Remark 3.7. As far as we know, there have not been results on closedness of the
optimal solution sets for general vector alpha optimization problems in Hausdorff
locally convex topological vector spaces involving the upper (lower) C-continuity
of set-valued mapping. The differences between our result in the paper with the
well-known results of Cheraghi et al. [1], Farajzadeh et al. [2] and Farajzadeh



CLOSEDNESS OF THE OPTIMAL SOLUTION SETS... 13

and Shafie [3] are as follows. We study in this paper the relationships between the
optimal solution sets of primal and dual general vector alpha optimization prob-
lems in which the closedness of optimal solution sets for the same plays a central
role, while Cheraghi et al. [1] derived a link between subdifferential and Fréchet
differential with e—generalized weak subdifferential and provided a necessary and
sufficient condition for achieving a global minimum of a e—generalized weak sub-
differential function; Farajzadeh et al. [2] formulated the relationship between the
nonsmooth variational-like inequalities and vector optimization problems involving
the existence of solution; Farajzadeh and Shafie [3] obtained some existence theo-
rems of the solution of the system of vector quasi-equilibrium problems for a family
of multivalued mappings in the setting of topological order spaces.

4. CONCLUSION

In this paper, we have shown that the optimal solution sets of dual and primal
general vector alpha optimization problems in Hausdorff locally convex topological
vector spaces are closed. In addition, some the relationships between the optimal
solution sets of these problems are also obtained well.
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ABSTRACT. Let H, and H> be real Hilbert spaces and A; : Hi — H2, 1 < j <r
be bounded linear linear operators, U; : Hi — 271, 1 <4 < n and T; : Hb — 2z
1 < j < r be multi-valued demi-contractive operators. An iterative scheme is constructed
and shown to converge weakly to a solution of generalized split common fixed points
problem (GSCFPP). Under additional mild condition, the scheme is shown to converge
strongly to a solution of GSCFPP. Moreover, our scheme is of special interest.

KEYWORDS: Fixed Point; Multivalued Demi-Contractive Mappings; Split Inverse Prob-
lem.
AMS Subject Classification: 47H04, 470H10.

1. INTRODUCTION

Let X and Y be two real Banach spaces. A split inverse problem is to find a point
z* € X that solves I P such that y* = Ax™ € Y solves I Py, where I P, and I P, are
two inverse problems. A simple generalization of inverse problem is split convex fea-
sibility problem (SCFP) which was introduced in 1994 by Censor and Elfving [18] in
finite dimensional Hilbert spaces for modelling inverse problems arising from signal
detection, computer temography, image recovery and radiation therapy treatment
planning (see, e.g.,[5], [16], [19] and [18]). The (SCFP) is formulated as follows:

find a point z* € C such that Az* € Q, (1.1)

where Hy, Hy are real Hilbert spaces, A : Hi — Hs bounded linear operator, and
C C Hy, Q C Hy are non-empty, closed and convex sets.

In what follows we denote the solution set of the (SCFP) by
r=rUA) ={yeC:Ay e Q}. (1.2)

* Corresponding author.
Email address : mustyisyaku@gmail.com.
Article history : Received 20 July 2018; Accepted 8 December 2019.
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In 2002, Byrne in [5] proved that a* is a solution to (1.2) if and only if it is a fixed
point of

Po(I — rA*(I - Pg)A),

where A* is the adjoint operator of A, Pc and Pp are the metric projections from Hy
onto C' and from Hs onto @, respectively, and r > 0 is a positive constant. Indeed,
this can be easily shown using characterization of projection mapping. Censor and
Segal proposed in [21], the following algorithm to solve (1.2)

Algorithm: see [[21], Algorithm 2].

let x* € Hy := R™ be arbitrary and for k € N let

Tpr1 = Uz + A (T — 1) Axy,), (1.3)

where v € (0, %)7 L being the spectral radius of the operator A*A and I is the

identity operator.

In 2010, Moudafi [32] proved the following result for approximation of solution
of SCFP involving demicontractive mappings. Given a bounded linear operator
A: Hy — Hy, let U : H — Hy and T : Hy — Hy be demi-contractive (with
constants 3, u, respectively) with nonempty Fiz(U) = C and Fiz(T) = Q. Assume
that U—1I and T—1I are demi-closed at 0. If I # (), then any sequence {xy } generated
by

Tpt1 = (1 — ag)up + U (ug), k>0, (1.4)

where uy, = x, + YA (T — I) Az, v € (0, 1_7“), A being the spectral radius of the
operator A*A and «ay, € (0,1),

converges weakly to z* € I'| provided that v € (O7 %) and oy, € (5, 1-p5— 6) for
small enough 6 > 0.

Recently, inspired and motivated by the result of Moudafi [32], Tang et al. [12] pro-
posed a cyclic algorthm (Algorithm 2 below) to solve the SCFP for demi-contractive
operators {U;};_; and {T;}7_;. Then they proved that the sequence generated by
the proposed algorithm converges weakly to the solution of SCFP. Their work ex-
tends those of Moudafi [32], Censor and Segal [21] and others.

Algorithm 2: [12]

Let zp € Hy be arbitrary and let the sequence {z;} be defined by

Trp1 = (1 — ag)ur + axUsgy (ur), k>0, (1.5)

where up = xp +yA* Ty — I) Ay, i(k) = k(mod p) + 1 and j(k) = k(mod ) + 1,
v € (0, 1;”), A being the spectral radius of the operator A*A and oy, € (0,1).

Very recently, in [25], Gibali proved the following strong convergence result for demi-
contractive operators; Let H; and Hs be two real Hilbert spaces, A : H; — Hy be
a bounded linear operator. Let U : Hy — Hy and T : H, — Hs be demi-contractive
(with constants S, u, respectively) with nonempty Fiz(U) = C and Fiz(T) = Q.
Assume that U — I and T — I are demi-closed at 0 and that there exists o # 0 € Hy,
such that

{(U(q)—q,0>20Vq€Hh (1.6)

(A(T — INAy,0) >0V y € Hy.
If T' = ), then for a suitable xy € H; any sequence {z} generated by
Tyl = (1 — ak)uk + akU(uk), k>0, (17)
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where uy = zj, + yA*(T — I) Az, v € (0,52), X being the spectral radius of the
operator A*A and ay, € (0,1),

converges strongly to z* € I, provided that v € (0,7£) and a;, € (5,1 — 8 — §)
for small enough § > 0.

Motivated by the works of Moudafi [32], A. Gibali [25], Censor and Segal [21], it
is our purpose in this paper to solve a general split common fixed points problem
formulated as follows:

Find a point z* € C := Nj_,C; such that A;2* € Q;, (1.8)

where A; : Hy — Hy are bounded linear operators, C; = Fiz(U;), 1 < i < n and
Q; = Fiz(T;), 1 < j <r with U; : Hi — H; and T; : Hy — H, multi-valued
demi-contractive operators (with constants 8;, 1 < ¢ < n and p;, 1 < j < r,
respectively).

2. PRELIMINARIES

We begin with the following definitions and lemmas.

Definition 2.1. Let 7' : H — H be an operator and D C H and F(T) ={x € K :
x=Tz}.

e The operator T is called nonexpansive, if Va,y € D

1Tz =Tyl < ||z -yl (2.1)
e T is called quasi-nonexpansive, if V(z,q) € D x F(T)
1Tz = q|| < [lz— 4l (2.2)
e T is called k-strictly pseudo-contractive (see e.g., [28]), if there exists k €
[0,1) such that V(z,y) € D
T2 = Tyl* < llz = yl* + kllz — y — (Tz = Ty)||* (2.3)
e T is called demi-contractive (see e.g., [3, 20, 27]), if there exists 8 € [0,1)
such that V(z,¢) € D x Fiz(T)
1Tz —ql* < [lz — ql|* + Blle — T|® (2.4)

Definition 2.2. Let H be a real Hilbert space, an operator T is called demiclosed
at ¢ € H (see e.g., [2]), if
for any sequence {x}7°, such that z; — z* and Tz, — ¢, we have Tz* = q.

Definition 2.3. Let H be a real Hilbert space. The map D : 27 x 2 — R+
defined by

D(A,B) = max{supd(y, B),supd(x, A)} for all A, B € 27,
yeA rEB

where  d(y,B) := ;Ielg d(z,y),
is called Pompeiu-Hausedorff distance.

Remark 1. In general, the map D is not a metric. However, it becomes a metric
if it is defined on a set of closed and bounded subsets of H.

Let T : H — 2" be a multi-valued mapping. An element z* € H is said to be a
fixed point of T" if z* € Txz*. We denote by F(T') the fixed points set of T i.e.,

F(T):={rx€ H:xz €Tz} (2.5)
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Definition 2.4. Let H be a real Hilbert space and CB(H) be a set of closed and
bounded subsets of H. T : H — 2¢BUH) he a multi-valued mapping. Then, T is
said to be demi-closed at zero if for any sequence {z} C H with x; — 2*, and
d(xg, Txr) — 0, we have a* € Tx*.
Definition 2.5. Let H be a real Hilbert space.

e A multi-valued mapping 7 : D(T) € H — 2¢BFH) s said to be nonexpan-

sive (see e.g., [22]), if
D(Tz,Ty) < ||z —y| V =,y € D(T) (2.6)
e The mapping 7 : D(T) C H — 2 is said to be quasi-nonexpansive if
F(T) # 0 and
D(Tz,Tx*) < |lx —a*|| V2 € D(T), = € F(T). (2.7)

e The mapping T : D(T) € H — 27 is said to be k-strictly pseudo-
contractive if there exists there exists a constant &k € [0, 1] such that for all
ueTx,veTy

(D(Tz,Ty))* < |lz —yl* + kllz —y — (u—v)[|* and (2.8)

e T:D(T) C H — 2" is said to be demi-contractive if F(T) # () and there

exists a constant k € [0, 1] such that for all x € D(T), u € Tx
(D(Tz,{y})* < llo —yl* + kllz — ul® (2.9)

The class of demi-contractive operators is a very important generalization of non-
expansive operators Also some operators that arise in optimization problems are of
demi-contractive type. See for example, Chidume and Maruster [11].

It is obvious that, the class of multi-valued quasi-nonexpansive is properly con-
tained in the class of multi-valued demi-contractive operators. Indeed, consider the
following example:

Example 1. (see e.g., [8]) Let H = R with the usual metric. Define T: R — R by

T = {[_333’ — 31 2 €00,00) (2.10)

[—579”, —3z], z € (—o0,0].

We have that F(T) = {0} and T is a multi-valued demi-contractive mapping which
is not quasi-nonexpansive. In fact, for each x € (—o0,0) U (0, 00), we have
(D(Tx,T0))* = |—3z—0|?
= 9z -0,
which implies that T is not quasi-nonexpansive.
Also, we have that
2 dx

(e, ) = Jo— (-2
49
= Z|$\2
Thus,
(D(Tz,T0))* = |o—0*>+ 8z —0]?
32 2
_ _ 024 2t
= |z —0| +49(d(x,T:1c)).

Therefore, T' is a demi-contractive mapping with constant k = % € (0,1).
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Lemma 2.6. Let (X, (-,-)) be an IPS. Then for any x,y € X, and o € [0,1] the
following inequality holds:
laz + (1 = a)yl* = allz]* — a1 - a)llz = y|I* + (1 - a) |yl (211)
Lemma 2.7. (seee.g., [10]) Let A,B € CB(X) and a € A. For every v > 0,
there exixts b € B such that
d(a,b) < D(A,B) +1. (2.12)

Lemma 2.8. (see,e.g., [10]) Let X be a reflexive real Banach space and A, B €
CB(X). Assume that B is weakly closed. Then, for every a € A, there exists b € B
such that

la —b|| < D(A, B). (2.13)

Lemma 2.9. (seee.g., [12]) Let E be a normed linear space, By € CB(E) and
xg € E arbitrary. Then the following hold;

D({zo}, B1) = sup |lzo — byl
bi1€By

Lemma 2.10. (Opial’s lemma) Let H be a real Hilbert space and {xy} a sequence
in H such that there exists a nonempty set I' C H satisfying the following;

i) For everyy € T, lim ||z — y|| ewists.
i) Any weak-cluster point of the sequence x belong to T'.
Then, there exists T € I' such that {x} converges weakly to .

Lemma 2.11. Let T : D(T) C H — 2" be a demi-contractive, then

1-5
2

(x —u,x —p) > |z — u||* Yu € Tw. (2.14)

Proof. Definition of T' gives
(D(Tz,p))* < llz—pl* + Bllz — ul® Vu € Tz
D(Tz,p) < Vllz—pl? + Bl —ul]? Yu € Tz

We have by lemma (2.9) that D(Tz,p) = sup,er, [lu — Pl
Using this result we get

—Bllz —ul* < lla = pl* — u—pl* Yu € Tz . .. (i)
We observe that 2(z — u,z — p) = ||z — u||®> + ||z — p||* — ||u — p||?,
this implies [z — p[|* — lu - p[|* = 2(x — u,z — p) — [l — u]/*.
Using this in (i) we have
—Bllz —ul]* < 2z —u,z — p) — [l — ulf?,
hence,
1-p
2
which completes the proof. O

|z —ul|? < (x —u,x — p) Yu € T,

3. MAIN RESULT

We now prove weak and strong convergence for our proposed iterative scheme.
However, we begin with the following lemma.
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3.1. Weak Convergence Result.

ar =k + 725y Af(bjx — Ajry), where by € Tj(Ajap) V1 <j<r
Try1 = (1 —ap)gr + S S wig, where u; g € Ui(qr) V1 <i<n,

(3.1)

where U; and T} are multi-valued demi-contractive for each 1 <i <n, 1 <j <,
respectively, v € (O, 17’:%) with iy, the maximum of demi-contractive constants
of U; and L being the spectral radius of the operator A*A and «ay € (0,1).

Lemma 3.1. Let A; : Hy — Hj, 1 < j <1 be bounded linear operators, U; : Hy —
2H1, 1<i<nandT;: Hy — 2H2, 1 < 5 < r be multi-valued demi-contractive
(with constants B;, i, respectively) such that U;(p) = {p} for all p € F(U;) and
nonempty Fiz(U;) = C; and Fiz(T;) = Q; with U;(z) and T;(y) closed and bounded
Vi and j and Vx € Hy, y € Hy. Then for arbitrary xo € Hi, the sequence {xy}
generated by algorithm (3.1) is Féjer monotone with respect to I', that is for every
z el

|zk1 — 2l < flax — || V k€N,
provided that v € (0, 11‘%) and ay, € (0,1).
Proof. Set L := suplgis,zA;?‘Aj, Pmaz = SUP1<;<nUi, Bmaz 1= supy<j<,Tj; where

1<j<r
U; and T} are demi-contractive constants of U; and T}, respectively.

Let p € I then from (3.1), we have

n

o

ek —pI* = (1= ar)gr + — > uik—pl?
=1
a n
k
= gt —p+ o Z(Uzk —q)|?
i=1

n
au
= lgx —pl* + 2 ~{ax —p, > (uin — )
=1
a?
b i a)l?
i=1
a n
k
= llax —plI*+2-> > (uin — qrax — p)
=1
o —
b - )P
=1
o n
k
= g —pl* - e z;<Qk — Uik, Qk — D)
1=
a?
O i — a0l
i=1
Using lemma (2.11), we have
n
«
ok = plI* = =5 D (1= Bi)law — ik

=1

IN

n

2
o
+ 77];” Z(ui,k —q)l?

i=1
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n
a
< gk =pll* = —= (1 = Brnaa.) > llar — ikl
=1

aj, - 2
S s - gl
i=1
Therefore,
« n
k
ek —p1* < gk —pl* = — (1= Binaa) > gk — wikl®
i=1
a?
£ SES  u — an)l?
i=1
= llax —pl?
ag

((1 - 6mam) - ak) Z ||’Uzi’k - QkH2 e (301)
i=1

n

Also from (3.1), we obtain

”
lax = 2l* = lax—p -+ A5 (bjn — Ayl

j=1

= lox —pl* + 29>z — p, A5 (b — Ajzi))
j=1
+ 1D bk — Az 1P
j=1

= lax —pI* = 27> (Ajz — Ajp, Ajoi — bik))

j=1
+ 1D (b — AP
j=1
Using lemma (2.11), we get

k= plI* =Y (1= pj)lbje — Ay

j=1
+ PrLibjx — Ajzil?

IN

Hence,

IA

i = plI* =Y (1= timaz)lbje — Ajaall?

j=1
+ VrL|bj i — Aja|?

k= pI* =YL = prnaz) Y l1bjx — Azl

Jj=1

. — pl?

IN

+ rLlbjx — Ajzil?

< llze = Pl = Y((L = pmaa) —97L) 3251 1bj6 — Ajail®.



22 J. NONLINEAR ANAL. OPTIM. VOL. 11(1) (2020)

Substituting this in (3.0.1) we have,

r
larr =pI? < lan = pl2 =11 = ptman) —77L) S i — Ajai?
j=1

- %((1 - 6mar) - Oék) Z ||Uz7k — QkH2 e (302)
1=1

< e —pl?

provided v € (0, 1_?‘%) and oy, € (O, 1- Bmam).
Hence, {z} is Féjer monotone. O

Let A; : Hi — Hy, 1 < j < r be bounded linear operators, U; : Hy — 2t
1<i<nandT;: Hy — 2H2, 1 < j < r be multi-valued demi-contractive (with
constants 3;, u,, respectively) such that U;(p) = {p} for all p € F(U;) and nonempty
Fiz(U;) = C; and Fiz(T;) = Q; with U;(z) and T} (y) closed and bounded Vi and j
and Vo € Hy, y € Hs.

If T # 0, then any sequence {xy} generated by algorithm (3.1) converges weakly
to a split common fixed point z* € I', provided that v € (O7 17%“”) and ai €
(6, 1— Bmaz — 5) for small enough § > 0.

Proof. From (3.0.2), we obtained that {||zx — p||} is monotone decreasing thus,
{z1} is bounded and lim ||z — p|| exists say, y*.
Since {z\} is bounded, we have that there exists {x,} such that

Tk, — ™ as v — 0o, which implies that
Ajxg, — Ajz* as v — oo, and thus
Ajzg, = Ajz" ... (3.0.3)
From (3.0.2) also, we have
lim ||bj 1 — Ajxi| = 0 as k — oo,
which implies that d(T;(A;xr), Ajzr) < ||bjr — Aja|| — 0 V1 < j <,
then, d(Tj(A;xy), Ajxr) — 0,
thus, d(T;(Ajxg, ), Ajzg,) — 0V <j<r...(3.04)
Since (T; — I) is demi-closed at 0, we have from (3.0.3) and (3.0.4) that
Ajx* € Tj(Ajz™)
= A" e F(T;)V1<j<r
We also have that

.
G, =Tk, +7 Y AS (s — Aja,)

j=1
Therefore,
qr, — x* ... (3.0.5)
From (3.0.2), we have ||u;x — gx|| — 0 as & — 0,
this implies that d(U;(qx), gx) < |luix — qrll V1 < i <n,
then, d(U;(qx), qr) — 0 V1 < i <mn,
hence, d(U;(qx, ), qx,) — 0 V1 < i < n.
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This together with (3.0.5) imply that z* € U;(z*) with implies that z* € F(U;) for
eachi=1,2,...n,

hence, z* € NJ_ F(U;) and A;z* € F(T}) for each j =1,2,...,r. Hence, z* € I.
We have shown for any subsequence {zy, } of {xx} such that xj,, — «* that z* € T.
Thus, applying Opial’s lemma we have that there exists z** € I' such that the
sequence xj — x**.

Hence, weak convergence for {z} is established. O

We now prove strong convergence for our iterative scheme.

3.2. Strong Convergence Result. Let H; and H, be two real Hilbert spaces
and A; : Hi — Hy, 1 < j < r be bounded linear operators, U; : Hy — 2H
1<i<nandTj: Hy — 22 1 < J < r be multi-valued demi-contractive (with
constants f3;, u;, respectively) such that U;(p) = {p} for all p € F(U;) = C; and
T;(p) = {p} for all p € F(T;) = Q; with U;(z) and T;(y) closed and bounded
Vi=1,2,...,nand 3 =1,2,...,r and Vz € Hy, y € H,.

Suppose that there exists o # 0 € Hy, such that

{(ui—q,a>>0V1<i<n, u; € U;(q) and q € Hy, (3.2)
(A5(bj — Ajy),0) >0V 1 <j<r b €Tj(Ajy) and y € H;.
If T # (), then for a suitable 2y € H; any sequence {xy} generated by (3.1) converges
strongly to x* € I', provided that v € (07 17;‘%) and oy € (6, 1 — Baz — (5) for
small enough 6 > 0.
Proof. Let * € T and choose zy € H; such that
(xg —2*,0) >0,
then there exists € > 0 such that
(o — x*,0) > €|lzo — 2™ ||

We now proof by induction that

(Tpr1 — 2™, 0) > €l|zppr — 2PV k> 0. (3.3)

Indeed, assume it holds up to some k£ > 0, then

(xpe1 —x¥,0) = (41 —xp +ap — 2", 0)

= (Tgy1 — Tk, 0) + (xx — 2", 0)
n

T . o
= (1D A5k — Ajme) + D (uik — 4r).0)

j=1 i=1
+ (zp—2",0)

n

= DAy — Aywn).0) + 75D (i — ). o)

i=1
+ (zp— 2", o).
Since v > 0, a > 0 and by (3.1) we get
(xpy1 —x*,0) > (2, — 2™, 0)
by the induction assumption we have that

(wrs1 — 2%, 0) > ellap — 2™,
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by lemma (3.1) the sequence {zj} generated by algorithm (3.1) is Féjer monotone
with respect to I', so that

(wer1 —27,0) 2 ellzpsr — "
Therefore, (3.2) holds for all & > 0.
By theorem (3.3) we have
rp — x*, so that
(g, 2x) — (9,27) V g € H.
In particular, for g = 0 € H; we get
(o, x) — (o, 2" Ywhichimplies{o, z, — ") — 0 as k — +o0.

From (3.2) we have
1
lzk —2*|? < = (2, — 2*,0) — 0 as k —> +o0.
€

Thus ||z — 2*||* — 0 as k — +oo.

Consequently, ||z — z*|| — 0 as K — +o00; and hence z, — z* € T This
completes the proof. O

The following corollary is a special case of theorem (3.3) when i =j =1

Corollary 3.2. Let Hy and Hs be two real Hilbert spaces and A : Hy — Hy
be a bounded linear operator, U : Hy — Hi and T : Hy — Hy be multi-valued
demi-contractive (with constants B, u, respectively) such that U(p) = {p} for all
p € F(U)=C and T(p) = {p} for allp € F(T) = Q with U(x) and T(y) closed
and bounded Vx € Hy, y € Hs.
Assume that there exists o # 0 € Hy, such that
(u—gq,0) >0V ueU(q) and q € Hy, (3.4)
(A*(b— Ay),0) >0V be T(Ay) and y € H;. '
IfT # 0, then for a suitable xo € Hy any sequence {xy} generated by algorithm (3.1)
converges strongly to x* € T', provided that ~ € (0, I_TM) and ay, € (5, 1-5— 5) for
small enough 6 > 0.

The following result generalizes theorem of Moudafi [32] which is a special case
of theorem (3.3) where n =r =1, and U and T are single-valued demi-contractive.

Corollary 3.3. Let Hi and Hy be two real Hilbert spaces, A : Hy — Hy be a
bounded linear operator. Let U : Hi — Hy and T : Hy — Hy be demi-contractive
(with constants B, p, respectively) with nonempty Fiz(U) = C and Fiz(T) = Q.
Assume that U — I and T — I are demi-closed at 0 and that there exists 0 # 0 € Hy,
such that

{(U(q)—q,a> >0V qe Hy, (3.5)

(A(T —INAy,0) >0V y € H;.
IfT # 0, then for a suitable xg € Hy any sequence {xy} generated by algorithm (3.1)

converges strongly to x* € I', provided that v € (0, 12“) and oy, € (5, 1-5— 6) for
small enough 6 > 0.

Corollary 3.4. Let Hy and Hy be two real Hilbert spaces and A; : Hy — Ho,
1 < j < r be bounded linear operators, U; : Hy — 2H1, 1<i<nandT;: Hy —
22 1 < j < r be multi-valued quasi-nonexpansive such that U;(p) = {p} for all
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p € F(U;) = C; and Tj(p) = {p} for all p € F(T; = Q; with U;(x) and T;(y) closed

and bounded Vi =1,2,...,nand j=1,2,....7 andVx € Hy, y € H,.
Suppose that there exists o #= 0 € Hy, such that

{(ui—q,a>20V1§i§n, u; € U;(q) and q € Hy,

(A5(bj — Ajy),0) 20V 1< j<r, bj € Tj(Ajy) and y € Hy.

(3.6)

IfT #£ 0, then for a suitable xo € Hy any sequence {xy} generated by algorithm (3.1)
converges strongly to x* € T', provided that~y € (07 lff%) and oy, € ((5, 1—6mw—6)

for small enough 6 > 0.

3.3. Numerical Examples. In order to illustrate numerical application, we con-

sider a special case of our scheme for i = j = 1 and H; = Hy = R3.

All computations in this section were performed using python 3.5.2 terminal based
on linux running 64-bit. The first 100 iterations of our scheme are presented in
Table 1, and relationship between ||z — z*|| - values and number of iterations are

given in Figure 1, where 2* =0 € I
Now, for g = (1,1,1) € R}, v =0.2, ap, = 1 —ay, = 0.5, Vk > 1

3 1 0 1
1 0 1 20 20 10
A=10 1 0|, T= = 2 (/| andU =1 0
1 0 1

1 1 3
0 \@ V10 \V 20

we have the following iterations for £ = 100.

’ Tterations \ [l — 2| ‘

o%o
atf=

10 1.09¢701
20 7.00e93
30 4.00e—04
40 3.37¢=%
50 2.30e06
60 1.54¢=07
70 1.04e¢08
80 6.10e—10
90 4.72¢~11
100 3.20e12

Table 1. The first 100 iterations generated by (3.1.6).
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lterations

Figure 1. Relationship between ||z — z*|| - values and number of iterations.

4. CONCLUSION

In this paper, we have established the approximation of solution of general split in-
verse problem for multi-valued demi-contractive mappings in Hilbert spaces. More-
over, our result generalises many results in the literature. More precisely, theorem

3.3 generalises theorem 3.8 of [25]. Finally, lemma 2.11 and 3.1 are of special inter-
est.
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ABSTRACT. In this paper, we introduce a new generalized weakly contractive condi-
tion involving expressions of Kannan type contraction and establish coupled coincidence
point and coupled common fixed point theorems of a pair of mappings satisfying the new
contractive condition.

KEYWORDS: Coupled coincidence point; Coupled common fixed point; Mixed g- mono-
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1. INTRODUCTION

Nowadays, fixed point techniques are widely applied in many branches of math-
ematics, especially in nonlinear analysis. One of the most important theorems in
this regard is the fundamental theorem in metric fixed point theory, known as Ba-
nach contraction principle, which guarantees the existence and uniqueness of fixed
point of contraction mappings (a mapping T : X — X is called a contraction if
there exists a constant ¢ € [0,1) such that d(T'(z),T(y)) < ¢-d(z,y), ¥V z,y € X)
defined on a complete metric space. There are many generalizations and extensions
of this important result in literature (see, for example [8, 9, 11, 12, 18]). One of
the notable extensions of this into partially ordered metric space is done by Ran
and Reurings [16]. Further, a lot of research work is done in this line, including the
results of Nieto and Lopez [14, 15]. By weakening the condition on contraction,
Alber et al. [1] introduced weakly contractive maps and generalized the Banach
contraction principle in Hilbert spaces. Afterwards Rhodes [18] obtained a fixed
point theorem for weakly contractive maps in complete metric spaces. Followed by
this, fixed points of weakly contractive maps and generalized weakly contractive
maps are studied.

It is very clear that contraction maps are continuous, so the Banach contraction
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principle is applicable only for continuous functions. But Kannan [12] established
a fixed point theorem for functions satisfying contraction condition called Kannan
contraction, which need not be continuous.

In 2006, Gnana Bhaskar and Lakshmikantham followed the method of Nieto and
Lopez, to weaken the contraction condition by considering a partial order on the
metric space, and established coupled fixed point theorems of mixed monotone map-
pings on partially ordered complete metric space. Thereafter several research work
dealing with coupled fixed point theorems are carried out. In 2009, Lakshmikan-
tham and Ciric introduced a new concept called mixed g- monotone mapping and
established coupled coincidence point and coupled common fixed point theorems
for a mapping had a g and mixed g- monotone property. Also in 2011, Berinde [2]
extended the result of Gnana Bhaskar and Lakshmikantham for mixed monotone
mappings by weakening the contractive condition as follows:

d(F(z,y), F(u,v)) + d(F(y,z), F(v,u)) < k- [d(z,u) +d(y,v)] V= > u, y <v

Followed by this, several authors have done research in coupled, coupled coincidence
and coupled common fixed points of mappings satisfying various contractive type
conditions [3, 4, 5, 6, 7]. In 2011, Choudhary et al. [(] established the existence of
coupled coincidence points for pairs of mappings g and mixed g- monotone map-
pings, which are compatible and satisfying the following contractive type condition:

P 0) Pl 0) < dlma{dlgn gu). o g0))—dlmatdlge, ) dlv. g0)
1.1

for all z,y,u,v € X for which gz < gu and gy > gv, where ¥, ¢ are two control
functions satisfying different conditions.

Inspired by the contractive type conditions defined by Berinde [2] and Choudhary
et al. [6] and by incorporating the expressions of Kannan type contraction, we have
introduced a new contractive type condition. In this paper, we have proved coupled
coincidence point and coupled common fixed point theorems for pairs of mappings
satisfying the newly introduced contractive condition under the settings of complete
metric spaces.

2. PRELIMINARIES
Some useful definitions are given in this section.

Definition 2.1. [13] Let (X, <) be a partially ordered set and F : X x X — X
and g : X — X. We say F' has the mixed g- monotone property if F' is monotone
g- non-decreasing in its first argument and is monotone g- non-increasing in its
second argument, that is, for any x,y € X

x1,29 € X, g(x1) < g(x2) = F(x1,y) < F(22,y) and

y1,92 € X, g(y1) < g(y2) = Flz,y1) = F(z, y2).

Definition 2.2. [5] Let (X, d) be a metric space, F : X xX — Xandg: X — X
be two mappings. Mappings F' and g are said to be compatible if

lim d(g(F (2n,yn)), F(9(2n), 9(yn))) = 0, and
Mim d(g(F(yn, ), F(9(yn), g(wn))) = 0

hold whenever {x,} and {y,} are sequences in X such that
lim F(z,,y,) = lim g¢g(z,)=zand lim F(y,,x,) = lim g¢(y,) =y for some
n—ro0 n—o0 n—ro0 n—o0

x,y € X are satisfied.



COUPLED COINCIDENCE POINT THEOREMS 31

Definition 2.3. [10] An element (z,y) € X x X is said to be a coupled fixed point
of the mapping F' : X x X — X if F(z,y) =« and F(y,x) = y.

Definition 2.4. [13] An element (z,y) € X x X is said to be a coupled coincidence
point of the mappings F: X x X — X and g : X — X if F(z,y) = g(z) and
Fly,x) = 9(y)-

Definition 2.5. [13] An element (z,y) € X x X is said to be a coupled common
fixed point of the mappings F': XXX — Xandg: X — X if F(x,y) =g(z) ==
and F(y,z) = g(y) = y.

Definition 2.6. [17] A function f : X — [0,00), where X is a metric space, is
called lower semi continuous, if for all x € X and {z,} C X with lim z, =z, we
n—oo

have f(z) < lirginff(xn).

3. MAIN RESULTS

In this section, we prove five coupled coincidence point theorems for pairs of
mapping g and mixed g- monotone mappings. The first three theorems discuss the
existence of coupled coincidence points. One of the results assures the uniqueness of
coupled common fixed point and in the last theorem we give an additional condition
by which the components of coupled coincidence points are proved to be the same.
Throughout this paper let

U = {4 :[0,00) — [0,00)| 9 is continuous, monotone increasing and ¢(t) = 0 < ¢t = 0}
(3.1)
and

O = {¢:]0,00) = [0,00)| ¢ is lower semi continuous and ¢(t) =0 < ¢t =0}
(3.2)
Let (X, <) be a partial ordered set. Define a partial order < on X x X as:
(z,y) 2 (u,v) & x<u and y=v, Va,yuv e X.

Theorem 3.1. Let (X,d, <) be a partially ordered complete metric space and sup-
pose F': X x X — X and g : X — X be two continuous, compatible functions
with F(X x X) C g(X), F satisfying the mized g- monotone property and for all
z,y,u,v € X with g(x) < g(u), g(y) = g(v):

Yld(F(z,y), F(u,v)) + d(F(y, 2), F(v,w))] <YM (2,y,u,v)] - ¢[M($ay7uﬂ%] )
where Y € ¥, ¢ € ® and .
M(z,y,u,v) =max{d(g(z), F(z,y))+d(g(y), F(y, 2)), d(g(u), F (u,v))+d(g(v), F(v,u))}.
If there exist xo,y0 € X with g(xo) < F(xo,v0) and g(yo) = F(yo,xo), then there
exist x,y € X such that g(z) = F(x,y) and g(y) = F(y,x).

Proof. Given g(zo) < F(zo,y0) and g(yo) = F(yo, %o)-

Since F(X x X) C g(X) and F satisfies the mixed g- monotone property, we
can construct two sequences {x,} and {y,} such that g(z,+1) = F(xn,yn) and
9(Ynt1) = F(Yn, vn) with g(zn) < g(zn11) and g(yni1) < g(yn), forn =0,1,2,- -
If for some n € N, g(x,,) = g(zn+1) and g(yn+1) = g(yn) then the proof is complete.
Otherwise we will proceed as follows:

Since g(zn) < g(zn41) and g(ynt1) < g(yn), for n = 0,1,2,---, consider for all
n €N,

Pld(g(zn), 9(@n11)) + d(9(yn), 9(Yn+1))]
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[A(F(2n-1,Yn—1), F(@n,Yyn)) + Ad(F(Yn—1,Tn—1), F (Yn, T0))]

max{d(g(vn—1), F(2n—1,Yn-1)) + d(g(yn-1), F(Yn—1,7n-1)),
d(g(zn), F(xn,yn)) + d(9(Yn)s F(Yn, 2n))}]

—¢max{d(g(zn-1), F(Zn-1,Yn-1)) + d(g(yn-1), F

d(g(xn)=F(xn7yn)) +d(g yn)7F(yn7xn))}]

= Ymax{d(g9(rn-1), 9(xn)) + d(g(Yn-1), 9(¥n)), d(g(xn), g(xn+1)) + d(9(yn), 9(Yn+1))}]

— ¢lmax{d(g(2n1), 9(xn)) +d(9(Yn-1), 9(yn)), d(g(xn); 9(xn11)) +d(9(Yn), 9 (Y1) H(3-4)

Suppose that for some m € N
d(g(@m-1),9(@m)) + d(9(Ym-1); 9(Ym)) < d(g(2m), g(Tm+1)) + d(9(Ym), 9(Ym+1))-

Now by (3.4) we have

Yld(g(@m), 9(@m+1)) + d(g(Ym), 9(Ym+1))] < Y[d(g(@m), 9(@m+1)) + d(g(Ym), 9(Ym+1))]
—@ld(g(zm), 9(Tm+1)) + d(9(Ym), 9(Ym+1))]
< Yld(g(xm), g(Tm+1)) + d(9(Ym), 9(Ym+1))]

(4
(4

<

yn 1 xn—l));

(
(

which is a contradiction.
Therefore for all n € N,

d(g(wn), 9(xn1)) +d(g(Yn), 9(Ynt1)) < d(g(@n-1),9(xn)) + d(g(yn-1),9(yn))-
Thus {d(g(zn), 9(Tn+1))+d(g(yn), 9(yn+1))} is a decreasing sequence of nonnegative
reals, so there exists a d > 0 such that

Jim_d(g(zn), g(wn+1)) + d(9(yn), 9(yns1)) = 0

Assume that § > 0.
By taking the upper limit on both sides of (3.4) we get
Y] < o] - ¢[d]
< [0]
which is a contradiction. Therefore 6 = 0.
Next, we prove that both {g(z,)} and {g(y,)} are Cauchy sequences in X.
We have g(z,,) < g(xn41) and g(ynt1) < g(yn), for n=10,1,2,---
Now consider for n > m,
Yld(g(xm), 9(zn)) + d(g(ym), 9(yn))]
YIAF (@m—1,Ym—1), F(@n-1,Yn-1)) + d(F(Ym-1,Tm-1), F(Yn—1,Tn-1))]
Ymax{d(g(zm-1), F(Tm-1,Ym-1)) + d(g(ym-1), F (Ym—1,Tm-1)),
d(g(zn-1), F(xn-1,yn-1)) + d(g(yn-1); F(Yn-1,2n-1))}]
—¢max{d(g(rm-1), F'(Tm-1,Ym-1)) + d(g(¥m-1), F (Ym—1,Tm-1)),
d(g(wn-1), F(zn—1,Yn-1)) + d(g(¥n-1), F'(Yn—1,Tn-1))]

= Ymax{d(g(zn-1), 9(xm)) +d(9(Ym-1), 9(Ym)), d(g(xn1), 9(2n)) +d(g(Yn-1), 9(yn)) }]

—¢lmax{d(g(zm-1), 9(xm)) +d(g(Ym-1), 9(Ym)), d(g(zn-1), 9(xn)) +d(g(Yn-1), 9(yn))}]

By taking the upper limit as n,m — oo on both sides we get,
lim [d(g(xm), g9(xn)) + d(g(ym), 9(yn))] = 0
n,m—»oo

Thus both {g(z,)} and {g(y,)} are Cauchy sequences in X.
Since X is a complete metric space there exist z,y € X such that

<

lim g(z,) =z and hm g(yn) =y (3.5)

n—roo
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Since g(zn+1) = F(zn, yn) and g(yn+1) = F(yn, x,) we have,
lim F(zp,y,) =z and ILm F(yn,2n) =y (3.6)

n—oo

Since F' and g are compatible we have,

Mim d(g(F(2n,yn)), F(9(xn),9(yn))) = 0, and

im  d(g(F (yns 20)), F(9(yn); 9(20))) = 0
Now, by the continuity of F' and g we have, F(z,y) = g(z) and F(y,z) = g(y).
Thus the proof. U

Corollary 3.2. Let (X,d,<) be a partially ordered complete metric space and
suppose F': X x X = X and g : X — X be two continuous, compatible functions
with F(X x X) C g(X), F satisfying the mized g- monotone property and for all
z,y,u,v € X with g(x) < g(u), g(y) = g(v):

d(F(z,y), F(u,v)) + d(F(y,x), F(v,u)) < M(z,y,u,v) — ¢[M(z,y,u,0)]
where ¢ € ® and

M(z,y,u,v)=max{d(g(z), F(z,y))+d(g(y), F(y,2)),d(g(u), F(u,v))+d(g(v), F(v,u))}.
If there exist xg,y0 € X with g(xzg) < F(zo,y0) and g(yo) = F(yo, o), then there
exist v,y € X such that g(z) = F(x,y) and g(y) = F(y,x).

Proof. By taking 1 as the identity function on [0,00) in Theorem 3.1, we get the
result. d

Corollary 3.3. Let (X,d,<) be a partially ordered complete metric space and
suppose F: X x X — X and g : X — X be two continuous, compatible functions
with F(X x X) C g(X), F satisfying the mized g- monotone property and for all

z,y,u,v € X with g(x) < g(u), g(y) = g(v):
d(F(z,y), F'(u,v)) + d(F(y,z), F(v,u))
< k-max{d(g(x), F(z,y)) +d(g(y), F(y,)),d(g(u), F(u,v)) + d(g(v), F(v,u))}

If there exist xg,yo € X with g(xg) < F(xo,y0) and g(yo) = F(yo, o), then there
exist v,y € X such that g(z) = F(x,y) and g(y) = F(y,x).
0

Proof. By taking ¢(p) = (1 — k)p, for p € [0,00) in Corollary 3.2, we get the
result. (]

Corollary 3.4. Let (X,d,<) be a partially ordered complete metric space and
suppose F' @ X x X — X be continuous function with F satisfying the mized
monotone property and for all x,y,u,v € X with x < u, y = v:
d(F(z,y), F(u,v)) + d(F(y,z), F (v, u))
< k-max{d(z, F(z,y)) + d(y, F(y,2)), d(u, F(u,v)) + d(v, F(v,u))}
If there exist xg,yo € X with zg < F(x0,y0) and yo = F(yo,xq), then there exist
z,y € X such that v = F(z,y) and y = F(y,x).

Proof. By considering ¢ as the identity function on X in Corollary 3.3, we get the
result. d

The following theorem guarantees the existence of coupled coincidence points of F’
and g in which F' need not be continuous.

Theorem 3.5. Let (X, d, <) be a partially ordered complete metric space and sup-
pose that X has the following properties:
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(i) if an increasing sequence {x,} converges to x then x, < x, Vn
(i) if a decreasing sequence {y,} converges to y then y < yn, Vn.

Let F: XxX = X and g : X — X be compatible functions with F(X x X) C g(X),

g an order preserving, continuous function and F satisfying the mized g- monotone

property and F and g satisfy the following:

For all x,y,u,v € X with g(z) < g(u), g(y) > g(v)
<

Pld(F(z,y), F(u,v)) + d(F(y, ), F(v,u))] <M (2,y,u,0)] = o[M (2,y,u,v)]

where Y € ¥, ¢ € ® and

M(z,y,u,v)=max{d(g(x), F(z,y))+d(g(y), F(y,z)),d(g(uw), F(u,v))+d(g(v), F(v,u))}.
If there exist xg,yo € X with g(xzg) < F(xo,y0) and g(yo) = F(yo, o), then there
exist v,y € X such that g(x) = F(z,y) and g(y) = F(y, ).

Proof. Following as in Theorem 3.1 we can have, an increasing sequence {g(x,)} and

a decreasing sequence {g(y,)} defined as g(zn+1) = F(zn, Yn)s 9(Yn+t1) = F(Yn, Tn)
such that

lim g(x,) =z and hrn g(yn) =y

n—oo

By the hypothesis we have, g(x,) < z and y < g(yn), Yn € N
Since g is order preserving, we get g(g(z,)) < g(z) and g(y) < g(9(yn)), Vn € N.
Since ¢ is continuous and F' and g are compatible we have

g(a) = lim g(F(zn,yn)) = lim F(g(za),9(yn))
and g(y) = lim g(F(yn,zn)) = lim F(g(yn),g(zn))

Suppose F(z,y) # g(z) or F(y,z) # g(y
Since g(g(zy)) < g(z) and g(y) < 9(9(yn

)

) a
Y[A(F(g(xn), 9(yn)), F(,y)) + d(F(g(yn
< Ymax{d(g(g(zn)), F(9(xn), 9(yn))

\/

) Vn € N, we have

,9(zn)), F(y,2))]
+d(g(9(yn)), F(9(yn), 9(xn))),
d(g(x), F(z,y)) +d(g(y), F(y,2))}]
—p[max{d(g(g(zn)), F(9(zn), 9(yn))) + d(g(g(yn)), F(9(yn). 9(x1))),
d(g(x), F(z,y)) + d(g9(y), F(y,2))}]

By taking the upper limit on both sides we get

Yld(g(z), F(z,y)) +d(g(y), F(y,2))] < ld(g(x), F(z,y)) + d(g(y), F(y,2))]
—¢ld(g(x), F(x,y)) + d(g(y), F(y, ))]
< Pldg(z), F(z,y)) + d(g(y), Fy,z))]

which is a contradiction. Thus g(z) = F(z,y) and g(y) = F(y, ).
Hence the proof. O

= - =

In the following theorem we omit the completeness of the underlying space X and
the compatibility and continuity conditions of the functions F' and g assumed in
Theorem 3.1. The following theorem guarantees the existence of coupled coincidence
points of F' and g.

Theorem 3.6. Let (X,d,<) be a partially ordered metric space and X has the
following property:

(i) if an increasing sequence {x,} converges to x then z, < x, ¥n
(ii) if a decreasing sequence {y,} converges to y then y < yn, Vn.
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Let F: X x X = X and g : X — X be two functions with F(X x X) C g(X)
and F satisfying the mized g- monotone property and for all z,y,u,v € X with

9(x) < g(u), g(y) = g(v):
Yld(F(2,y), F(u,v)) + d(F(y,z), F(v,u))] < ¢[M(2,y,u,v)] — ¢[M(z,y,u,v)]
where Y € ¥, ¢ € ® and

M(z,y,u,v) =max{d(g(z), F(z,y))+d(9(y), F(y, 2)), d(g(u), F(u,v))+d(g(v), F(v,u))}.
Suppose g(X) is a complete subspace of X and if there exist xg,yo € X with
g(xo) < F(xo,y0) and g(yo) = F(yo,xo), then there exist x,y € X such that

g(x) = F(z,y) and g(y) = F(y, ).
Proof. Following as in Theorem 3.1, we get an increasing Cauchy sequence {g(z,)}
and a decreasing Cauchy sequence {g(y,)} in X defined as g(xn1+1) = F(@n,Yn)
and g(Yn+1) = F(Yn, Tn).
Since g(X) is a complete subspace of X, there exist 2,y € X such that

lim g(zn) = g(z) and lim g(yn) = 9(y)

n—oo n—oo

By the hypothesis we have, g(z,) < g(z) and g(y) < g9(yn), Vn € N.
Suppose F'(z,y) # g(x) or F(y,z) # g(y).

Now consider,
< ¢max{d(g(zn), 9(xnt1)) + d(g(Yn), 9(Ynt1)), d(g(z), F(z,y)) +
)

—¢max{d(g(zn), 9(xnt1)) + d(g(yn); 9(yn+1)), d(g(z), F(z,y)
Taking the upper limit on both sides we get

Pld(g(x), F(x,y)) +d(g(y), Fy,2)] < ¢ld(g(x), F(z,y)) +d(g(y), F(y, z))]
—¢ld(g(x), F(z,y)) + d(g(y), F(y,x))]
< Pld(g(x), Fz,y)) + d(g(y), F(y, )]

which is a contradiction.
Thus g(z) = F(z,y) and g(y) = F(y,z). O

Theorem 3.7. In addition to the hypothesis of Theorem 3.1 suppose that for any
(z,9), (u,v) € X x X there exist (o, 8) € X x X such that (g(«), g(83)) is comparable
to (F(a, 8),F(B,)) and (F(a, 8), F(5,)) is comparable to both (F(x,y), F(y,x))

and (F(u,v), F(v,u)), then F and g have a unique coupled common fized point.

Proof. Theorem 3.1 ensures that the set of all coupled coincidence points of F' and
g is nonempty.

Let (z,y), (u,v) € X x X be any two coupled coincidence points of F and g.

That is, g(z) = F(z,y), g(y) = F(y,z) and g(u) = F(u,v), g(v) = F(v, u).

First we shall prove that

9(x) = g(u), g(y) = g(v) (3.7)
By the hypothesis there exist (a, 8) € X x X such that (g(«), g(8)) is comparable
o (F(a, 8), F(8,a)).
Following as in Theorem 3.1 we can construct an increasing, converging sequence
{g(a)} and a decreasing, converging sequence {g(8,)} where g(an41) = F(an, Bn)
and g(Bn+1) = F(Bn,an), n € NU{0} with ag = a and Sy = S
By the hypothesis (F(«, 8), F(8,«)) is comparable to both (F(z,y), F(y,z)) and
(F(u,v), F(v,1).
Since (z,y) and (u, v) are coupled coincidence points of F' and g and using the mixed
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g- monotone property of F' we get (g(ay,), 9(8,)) is comparable to both (g(z), g(y))

and (g(u), g(v)).

Consider,

Yld(g(x), g(omt1)) + d(g(y), 9(Bnt1))]

=Y[d(F(z,y), Flan, fn)) + d(F(y, x), F (B, an))]

< ¢max{d(g(z), F(z,y)) + d(g(y), F(y,x)), d(g(an), F(on, Bn)) + d(g(Bn), F (Bn, an))}]
—¢lmax{d(g(x), F(x,y)) + d(9(y), F(y,2)), d(g(an), F(on, Brn)) + d(g(Bn), F(Bn, om))}]

=pld(g(an), F(an, Bn))+d(g(Bn), F(Bn, an))] —¢ld(g(an), F(an, Bn))+d(g(Bn), F(Bn, an))]

Taking the upper limit on both sides as n — oo we get

hm {?/)[ (9(2), g(an+1)) +d(g(y), 9(Bnt1))]} =0

Slmllarly, it can be proved that nler;O{w[d(g(u),g(an+1)) +d(g(v),9(Bns1))]}=0

Thus g(x) = g(u) and g(y) = g(v).

That is, for any two coupled coincidence points (x,y) and (u,v) of F and g,
g9(z) = g(u) and g(y) = g(v).

Let v = g(z) and § = g(y).

Since (z,y) is a coupled coincidence point of F' and g we have

F(z,y) =~ and F(y,x) =90

Since F' and g are compatible we have

9(v) = F(v,6) and g(6) = F(4,7).

That is, (7, 9) is a coupled coincidence point of F' and g.

Therefore g(v) = g(x) = and g(6) = g(y) =4

Therefore (v, d) is a coupled common fixed point of F' and g.

The uniqueness of coupled common fixed point of F' and g follows from (3.7). O

_|_
_l’_

Theorem 3.8. In addition to the hypothesis of Theorem 3.1, suppose that g(xo)
and g(yo) are comparable, then © = y.

Proof. Without loss of generality assume that g(zo) < g(yo)-

By following Theorem 3.1 we get lim g(z,) =z and lim g(y,) =y
n—o00 n—00

where g(zn41) = F(2n,yn) and g(ynt1) = F(yn, @n).

By the mixed g- monotone property of F', it can be easily verified that

g(xn) < g(yn), Vn € N. Now consider,

’(/J[d(F(.’L‘n7 yn)a F(yn; mn)) + d(F(yna mn)a F(.Z'n, yn))]
< Pmax{d(g(zn), 9(xns1)) + d(g(Yn), 9(Yn11)), A(9(Yn); 9(Yn+1)) + d(g(2n), 9(Tni1))}]
—¢max{d(g(wn), 9(Tn+1))+d(g(Yn) 9(Yn+1)), A(g(Yn), 9(Yn+1)) +d(g(zr), g(

By taking the upper limit as n — oo on both sides we get, ¥[d(z,y) + d(y,z)] =0
Thus z = y. O

The following example illustrates Theorem 3.5.

Example 3.9. Let X = [0,1] with the usual order < and the usual metric

d(z,y) =z —yl, Va,y e X.

Clearly X is a partially ordered complete metric space satisfying the two properties
assumed in Theorem 3.5.

Let g: X - X and F : X x X — X be defined as

4 0 ifxelo,f)
=- d F(z,y) = 7
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It can be seen that F' and g are compatible mappings and F' is a mixed g- monotone
mapping.
Here F(X x X) C g(X), g is continuous and order preserving mapping on X.
400
Let 1, ¢ : [0,00) — [0,00) be defined as ¢(x) = 22 and ¢(z) = ——22, then F and

529
g satisfy the contractive type condition (3.3).

If all z,y,u,v € X satisfying g(z) < g(u), and g(y) > g(v), belong to either [0, £)
or [2,1] then the contractive type condition (3.3) is obvious. In the remaining
possible cases for the values of z,y, u,v € X satisfying g(z) < g(u) and g(y) > g(v),
we consider three different cases and verify the validity of the contractive type
condition (3.3), which will cover the remaining cases.

Case 1: When z,v € [0,2) and u,y € [£,1]

A(F (). Fu0) + dF o), o) = [o- [+ L 2

dlg(@), F(a.y)) +d(g(y), Fly.x) = |zo—0|+|zv— 5

d(g(u), F(u,v)) +d(g(v), F (v, u))

|
\

I
clla
_l_

\
<
I
=

= = (3.10)

By (3.9) and (3.10) we have,

M (z,y,u,v) = max{d(g(z), F(z,y))+d(g(y), F (y, x)), d(g(u), F(u, v)) +d(g(v), F(v,u))}

23
> —
— 35
Now, by (3.8) and (3.11) we have,
4
Ql)(d(F(.’E,y)7F(U,U)) +d(F(y7£L'),F(U7U))) = ﬁ
129
’(ﬂ(M((E,y/UqU)) - QS(M(xayauvv)) = @ : M(x,y,u,v)2
129 529
> 27 g2
— 529 1225
129
1225

Therefore,

P(d(F (2, y), F(u,v)) + d(F(y,z), F(v,u))) < p(M(,y,u,0)) = ¢(M (2, y,u,v))

(3.11)
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Case 2: z,u,v € [0,2) and y € [2,1]

d(F(z,y), F(u,v)) + d(F(y, x), F(v,u)) =

By (3.13) and (3.14) we have,

0 0\+‘$£ 0|
35

M(z,y,u,v) = max{d(g(x), F(z,y))+d(9(y), F(y,x)),d(g(u), F(u,v)) +d(g(v), F(v,u))}

23
> 22
— 35
Now by (3.12) and (3.15) we have,
PA(F (2, y), F(u,0)) + d(F(y, z), F (v, u)))

w<M(x7y’ua U)) - ¢<M($,y, ua”))

Therefore

P(d(F(z,y), F(u,v)) + d(F(y, ), F(v,u))) < (M

Case 3: z € [0, %) and y,u,v € [2,1]

d(F(z,y), F(u,v)) + d(F(y, z), F(v,u)) =

d(g(), F(z,y)) +d(g(y), F'(y,z)) =

d(g(u), F(u,v)) +d(g(v), F(v,u)) =

(3.15)
1
1225
129
= == .M 2
529 ("L‘?y7u7’0)
129 529
>
= 529 1225
129
1225
(xvyauav)) - QS(M(JU,y,U,U))
o-Ll+]i-1
35 35 35
1
= (3.16)
57 577 35
4 41
57T 15Y T 35
46 1
5 7 35
23
3= (3.17)
oLt L
5 35 5 35
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> 2/-. 2 — 1

= ‘57 35 (3.18)
2.23

- I 3.19
T (3.19)

By (3.17) and (3.19) we have,

M(z,y,u,v) = max{d(g(z), F(z,y))+d(g(y), F(y,)), d(g(u), F(u,v))+d(g(v), F(v,u))}
> % (3.20)

Now by (3.16) and (3.20) we have,

Y(A(F(2,y), F(u,0) + d(F(y,2), F(o.w)) = {552
w(M(x,y,u,v)) - ¢(M($,y,u,v)) = % . M(:E,y,u,v)z

129 4-529

529 1225

516

1225

Therefore
P(d(F(z,y), F(u,v)) + d(F(y,z), F(v,u))) < (M (,y,u,v)) = ¢(M(z,y,u,v))
Here (0,0) is the only coupled common fixed point of F and g.

Remark 3.10. The above example also illustrates that the contractive type con-

ditions (1.1) and (3.3) are independent.
For,takex:y:v:gfeandu:gwhereO<e§$.
Now

Y(d(F(2,y), F(u,v))) (!0— *D :1”(3*15)

lb(max(d(gfﬂ gu),d(gy, gv))) — (maz(d(gI,QU) i Y, 9v)))
4 6 6 6

(5G-9-530) o3G5 3]

#5995

Since 1 and ¢ in (1.1) are continuous and % ~1{0} = {0} and ¢~ 1{0} = {0}

we have as € — 0,

Y(max(d(gz, gu), d(gy, gv))) — ¢(max(d(gz, gu), d(gy, gv))) = 0

but ¢(d(F(z,y), F(u,v))) = ¢(5) > 0 for all € > 0.
Thus F and g does not satisfy the contractive type condition (1.1).
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ABSTRACT. The main objective of this work is to modify the sequence {z,} of the
explicit projection algorithm of asymptotically nonexpansive semigroups. We prove the
strong convergence theorem of a sequence {z,} to the common fixed point of asymptoti-
cally nonexpansive semigroups and the solutions of split equilibrium problems. Our main
results extended and improved the results of Pei Zhou and Gou-Jie Zhao [17] and many
authors.
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1. INTRODUCTION

R, where R is the set of real numbers. The equilibrium problem for F': CxC —
R is to find x € C such that

F(z,y) >0, VyeC. (1.1)

The set of solutions of (1.1) is denoted by EP.

The split equilibrium problem was introduced by Moudafi [12], he considers the
following pair of equilibrium problems in different spaces. Let H; and Hs be two
real Hilbert spaces, let F1 : C'xC — R and F5 : @ x @ — R be nonlinear bifunctions
and let A : Hy — Hj be a bounded linear operator which C' and @ are closed convex
subsets of H; and Hj, respectively. Then the split equilibrium problem (SEP) is to
find z* € C such that

Fi(z*,2) >0, VxeC. (1.2)

* Corresponding author.
Email address : peissara@uru.ac.th.
Article history : Received 4 November 2019; Accepted 10 January 2020.
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and such that
Yyt e Art €Q, Fua(y',y) >0, VyeQ. (1.3)
The solution set of SEP (1.2)-(1.3) is denote by Q = {p € EP(F}) : Ap € EP(F2)}.
Recall that, a mapping T : C' — C and a self mapping f of C' is a contraction
if ||f(z) — f(y)] < aflz — y|| for some o € (0,1) and T is a nonexpansive if | Tz —
Ty| < ||z — yl| for all z,y € C, and T is asymptotically nonexpansive [5] if there
exists a sequence {k,} with k, > 1 for all n and lim, o k, = 1 and such that
Tz — T™y|| < kyllz —y|| for all n > 1 and z,y € C. A point z € C is a
fixed point of T provided T = x. Denote by Fix(T) the set of fixed points of
T; that is, Fiz(T) = {x € C : Tx = z}. Recall also that a one-parameter family
T ={T()|0 <t < oo} of self-mappings of a nonempty closed convex subset C' of
a Hilbert space H is said to be a (continuous) Lipschitian semigroup on C (see, e.
g., [19]) if the following conditions are satisfied:
) TO)x =z,ze€C
(13) T(s+t)(x) =T(s)T(t),s,t > 0,2 € C
(#31) for each x € C, the maps t — T'(t)x is continuous on [0, c0)
(tv) there exists a bounded measurable function L : [0,00) — [0,00) such that,
for each t > 0
IT(t)x — Tyl < Lellz — yl, 2,y € C.

A Lipschitzian semigroup T is called nonexpansive (or a contraction semigroup) if
L; = 1forallt > 0, and asymptotically nonexpansive semigroup if limsup,_, ., L <
1, respectively. We use Fiiz(7T) to denote the common fixed point set of the semi-
group; that is Fiz(T) ={z € C : T(t)x = z,t > 0}.

In 2010, Tian [16] introduced the following general iterative scheme for finding an
element of set of solutions to the fixed point of nonexpansive mapping in a Hilbert
space. Define the sequence {z,} by

Tnl1 = an’)’f(l'n) + (I - /u'anB)Txna (14)

where B is k—Lipscitzian and n—strongly monotone operator. Then he prove that
if the sequence {a, } satisfies appropriate conditions, the sequence {z,} gererate by
(1.4) converges strongly to the unique solution z* € Fiz(T') of variational inequality

<(’7f—,LLB)$*,£U—IL‘*> SO,VLL’EF”:(T) (15)

In 2011, Ceng et al. [1] added the metric project to the method of Tian (1.4)
and studied the following explicit iterative scheme to find fixed points:

Tnt1 = Polanyf(zn) + (I — panB)Txy,). (1.6)

They prove the strong converge of {z,} to a fixed point z* € Fiz(T) of the same
variational in equality (1.5).

In 2008, Plubtieng and Punpaeng [13] introduced the following implicit itera-
tive algorithm to prove a strong convergence theorem for fixed point problem with
nonexpansive semigroup:

Tn = anfan) + (I — ozn)i /OSn T(s)xnds, (1.7)

Sn

where x,, is a continuous net and s, is a positive real divergent net.

In 2014, Kazmi and Rizvi [3] studied the following implcit iterative algorithm.
Under some asummptions, they obtain some strong convergence theorem for EP(1.1)
and the fixed point problem:

Up = Tibl(xn—&-éA*(Triz—I)Axn),
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Sn
Tn = apvf(zn)+ (I—cunB)si/0 T(s)unds, (1.8)
n
where s,, and 7, are the continuous nets in (0, 1).

In the same year, Zhou and Zhao [17] introduce an explicit iterative scheme
for finding a common element of the set of solutions SEP and fixed point for a
nonexpansive semigroup in real Hilbert spaces. Starting with an arbitrary =, € H,
define sequences {z,} and {u,} by

u, = TF(w,+ A% (T — I)Ax,),
1 Sn
Tny1 = Po|anyf(z,)+ T — ,uanB)S—/ T(s)unds} . (1.9)
n Jo

Under suitable conditions, some strong convergence theorems for approximating
to these common elements are proved.

Next, we studies some examples for relationship between a nonexpansive semi-
group and an asymptotically nonexpansive semigroup for motivation of this work.

Example 1.1. Let H; = Hy = Rand let 7 := {T(s) : 0 < s < oo}, where
T(s)x = ﬁx,h’x € R. We see that for any z,y € R
1 1 1
T -T = — = (—
7G5} = T(sholl = 5007~ (gl = (e

then we have 7 is nonexpansive semigroup. If L, = 1 we have limsup,_, . Ls =1
then 7 is asymptotically nonexpansive semigroup.

)z —=yll,

Example 1.2. Let H; = Hy = R and let 7 := {T(s) : 0 < s < oo}, where

T(s)r = fjg;x,\m € R. We see that for any z,y € R

2+25) (2—|—23) ”_(2—|—2s
11250 T/ = s

put L = (§132) we have limsup,_,, Ly = limsup,_, . ($32

totically nonexpansive semigroup. If we let s = 1 we have figz = % £ 1, then T is
not necessary nonexpansive semigroup.

IT(s)z = T(s)yll = II( )z = yll,

) =1 then T is asymp-

From above example we see that a mapping 7 is a nonexpansive semigroup
then 7 is asymptotically nonexpansive semigroup. But 7 is an asymptotically
nonexpansive semigroup is not necessary nonexpansive semigroup.

Inspired and motivate by above and [17], the purpose of this paper to introduce
an explicit iterative scheme for finding a common element of the set of solutions
SEP and fixed point for an asymptotically nonexpansive semigroup in real Hilbert
spaces.

2. PRELIMINARIES

In this section, we collect and give some useful lemmas that will be used for
our main result in the next section.

Lemma 2.1. Let H be a real Hilbert space, then the following hold:
(i) Iz +yl?* < llz]|* + 2z, y) + [lyl|*, Yo, y € H;
() ||tz + (1 = t)y||* = t]|z]|> + (1 = )|y [|* = t(1 = t)[l= — y|[*, ¢ € [0, 1], Va,y € H.
(iii) ||z + yl|* < |2 + 2(y, x + y), Yo,y € H.

Let C be a nonempty closed convex subset of H. Then for any x € H, there
exists a unique nearest point of C, denoted by Pox, such that || — Poz|| < ||z —y||
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foe all y € C, such P is called the metric projection from H into C'. We know that
P is nonexpansive. It is also known that Pox € C' and

(x — Pocx,Pocx —2z) >0, Yee HzeC. (2.1)
It is easy to see that (2.1) is equivalent to
lz —z||*> > ||z — Pox||®* + ||Pox — 2||?, Yz € H,z€C. (2.2)

Let B : C' — H be a nonlinear mapping. Recall the following definitions.
Definition 2.2. B is said to be

(i) monotone if

(Bx — By,z —y) >0, Vx,ye€C, (2.3)
(ii) strongly monotone if there exists a constant o > 0 such that
(Bx — By,x —y) > a|lz —y|?>, Va,ye€C, (2.4)

for such a case, B is said to be a—strongly monotone,
(iii) a—inverse strongly monotone(a—ism) if there exists a constant a > 0 such

that
<B$—By7$—y> ZOéHBSC—By||2, vxayecv (25)
(iv) k—Lipschitz continuous if exists a constant k& > 0 such that
|1Bx — By|| < kllz —yll, Vz,yeC. (2.6)

Remark 2.3. Let F = uB — vf, where B is a k—Lipschitz and n—strongly mono-
tone operator on H with £ > 0 and f is a Lipschitz mapping on H with coeffi-
cient L > 0, 0 < v < un/L. Tt is a simple matter to see that the operator F is
(un — ~yL)—strongly monotone over H; that is

<.7:x—.7:y,ac—y> Z(MU_’YL)”x_y||27 sz?yEHv (27)

Lemma 2.4. [6] Let T be a nonexpansive mapping of a closed convex subset C of a
Hilbert space H. If T has a fized point, then I —T is demiclosed; that is, whenever
the sequence of x,, is weakly convergent to x and (I — T)x,, is strongly convergent
toy, then (I —T)x =y.

Lemma 2.5. [10] Assume that A is a strongly positive linear bounded operator on
Hilbert space H with coefficient 7 > 0 and 0 < p < ||A|| =Y. Then ||I —pA| < 1—pr.

Lemma 2.6. [7] Let C be a nonempty bounded closed convex subset of real Hilbert
space H and let T := {T(s) : 0 < s < 0o} an asymptotically nonexpansive semigroup
on C, If {z,} is a sequence in C satisfying the properties:

(i) xp,, — z; and

(#) limsup,_, ., limsup,, , o [|T(¢)x, — x| =0,
then z € Fiz(T).

Lemma 2.7. [7] Let C be a nonempty bounded closed convex subset of real Hilbert
space H and let T := {T(s) : 0 < s < 0o} an asymptotically nonexpansive semigroup
on C, then for any u > 0,
1 [t 1 [t
lim sup lim sup sup ||f/ T(s)xds — T(u)(f/ T(s)xds)|| = 0.

u—oco t—oo zeC t 0 t 0
Lemma 2.8. [9] Let T be an asymptotically nonexpansive mapping defined on a
bounded convex subset C' of a Hilbert space H. If {x,} is a sequence in C such that
xp, —x and Tx,, — x, — 0, then x € F(T).
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Lemma 2.9. [11] Let C be a nonempty closed convex subset of H. Let {x,} be a
sequence in H and w € H. Let ¢ = Pou. If {z,} is such that wy(z,) C C and
satisfies the condition

[n —ull < flu—qll
for alln > 1, then x, — q.

Definition 2.10. [12] A mapping T : H — H is said to be averaged if it can be
written as the average of the identity mapping and a nonexpansive mapping; that
is,

T=(1-¢el+¢S, (2.8)
where € € (0,1),S5 : H — H is nonexpansive, and I is the identity operator on H.

Proposition 2.11. [12]
(i) If T = (1—¢€)S+¢€V, where S : H — H is averaged, V : H — H s
nonexpansive, and € € (0,1), then T is averaged.
(ii) The composite of finite many averaged mappings is averaged.
(iii) If T is v —ism, then for v > 0,~4T is (v/7y) — ism.
(iv) T is averaged if and only if its complement I — T is v — ism for some
v> 3.
Assumption 2.12. [I] For solving the equilibrium problem for a bifunction F :
C x C = R, let us assume that F satisfies the following conditions:
(A1) F(z,x2) =0 for all x € C;
(A2) F is monotone, that is F(x,y) + F(y,x) <0 for all z,y € C;
(A3) for each x,y € C,

lim F(tz + (1 —t)z,y) < F(z,y); (2.9)
t—0
(A4) for each x € C, y — F(x,y) is convex and lower semicontinuous.

Lemma 2.13. [2] Let C be a nonempty closed convex subset of H, and let F be a
bifunction of C x C into R satisfying (A1)(A4). Let r > 0 and x € H. Then there
exists z € C' such that

1
F(z,y)+—-(y—z,2z—z) >0, VyeC. (2.10)
T
Define a mapping T, : H — C' as follows:
1
TF(z) = {z € C’:F(m,y)—!—;(y—z,z—x) >0, Vye C’}, (2.11)

for all x € H. Then the following hold:
(i) TF is single valued;
(i) TF is firmly nonexpansive; that is, for any x,y € H

IT e = T7ylI* < (Traw = Try, @ — y); (2.12)
(iii) F(TF) = EP(F);
(iv) EP(F) is closed and convez.

Lemma 2.14. [3] Let C be a nonempty closed convex subset of a Hilbert space H,
and let F': C x C — R be a bifunction. Let x € C and r1,r2 € (0,00). Then

|TEz — T 2| < ‘ 21T 2| + ll=])). (2.13)
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Lemma 2.15. [14] Assume that {a,},{bn}, {cn} are sequence of nonnegative real
numbers such that
ant1 < (1 —cp)an +by,n >0
where {a,} is asequence in (0,1) and {b,} is a sequence in R such that
(i) X5Zoen = oo,
(if) limsup,,_, oo l;—: <0 or X22|bp| < 0.

Then lim,_,o an, = 0.

3. MAIN RESULTS

Let f : Hi — H; be a contractive mapping with constant 8 € (0,1) and
let A: HH — Hy,B: Hi — H; be a n—strongly monotone and 6—Lipschitzian
with 6 > 0,n > 0. In this work, we may assume that 0 < u < %Q and 0 <
v < p(n — ”792)/5 = 5. Let & = {I'(s) : 0 < s < oo} be an aymptotically
nonexpansive semigroup on C' such that I' = F(J)NQ # 0. Assume {r,} and {s,}
are the continuous nets of positive real numbers such that lim,,_,o7r, = > 0 and
lim,, g 8, = +00.

In this section, we introduce the following explicit iterative scheme that the nets
{un} and {z,} are generated by

Up = Tfj(gcn—i—éA*(Tiz—I)A:vn),

Tni1 = Polagyf(za)+ ([ — u()an)i /Osn T(s)unds] , (3.1)

Sn
where Po : Hy — C,6 € (0,1/L), L is the spectral radius of the operator A*A and
A* is the adjoint of A.
We prove the strong convergence of {u,} and {x,} to a fixed point z* € F(S)
which solve the following variational inequality:

(WF —~g)z™, 2" —7) <0,¥z e ' = F(J) N Q. (3.2)
In the sequel, we denote by {y,} the sequence defined by
1 [°n
Yp = — T(s)unds. (3.3)
Sn 0

Theorem 3.1. Let Hi and Hsy be two real Hilbert spaces and let C C Hy and
Q C Hy be nonempty closed subsets. Let A : Hy — Hy be a bounded linear operator.
Assume that Fy : C x C — R and Fy : Q X Q — R are the bifunctions satisfying
Assumption 2.12 and Fy is upper semicontinuous in the first argument. Let the
sequence {u,} and {x,} be generated by (3.1), and suppose that the sequence {au, }
satisfies the following conditions:

(i) an €(0,1) and lim, o v, = 0;

(i) X8 g, =05

A . o
(iii) edther X0 glan+1 — an| < 00 or limy, o0 o = 1.
where s, = X [7"LTds — 1 as n — oo. Then the sequence {u,} and {z,}

converge strongly to x* € T' = F(3) N Q, where x* = Pr(I — uB + vf)x*, which is
the unique solution of the variational inequality (3.2).

Proof. For a, € (0,1) and Vz € Hy, define a mapping G : H; — Hs by
1 Sn
Gz = Po |apyf(x) + (I — panB)— / T(S)Tf;l (x+ 5A*(TTIZ2 —I)Az)ds]| .
n Jo
(3.4)
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From Lemma 2.13 we easily know that TTIZ 1 and TTIZ 2 hoth are firmly nonexpansive
mappings and are averaged operators. From Proposition 2.11, we can obtain that
the operator (I 4+ 6A*(TF2 — I)A) is averaged and hence nonexpansive. Following
Lemma 2.14 and Vz,y € Hyi, we get

n

IGe— Gyl = |Pe [ozwf(w)Jr(I—uanB)l / "T<s>T£1<x+6A*<T£2—I)Ax)ds]
0

- R [awﬂy) +(1=po,B) | )Ty + 647 (T I>Ay>ds} ||

Sn

< | {an'yf(x) + (- ,uoan)Si /Sn T(s)TF (x + SA*(TF> — I)Ax)ds}
n JO

= ot + @ sy - [T 047 - Dayas]
< any|lf(@) = f)

(1 anT)HSi / T(s)(TF (x4 54T (T — 1) Ax))

n JOo

~T(s) (T (y + SA*(TF2 — 1) Ay))ds]]|
< allf(z) — f)l

H1=anr) o [T @+ 547 (TE - D Av)

n J0

~T(s)(TF (y + 6A* (T2 — ) Ay))||ds
< anyllf(z) - f(y)”,

= apr) / " LT (2 + 6A*(TF2 — 1) Au)

Sn 0

T (y + 6A* (T2 — 1) Ay))||ds

< anlf@) = f@) + (- aur) - [ LE o ylds
n JO
1 Sn T

< anyllf(@) = fy)l + (1 - aﬂ)g/o Lids ||z —yl|
< apBllr =yl + (1 —anm)snllz —y|

= (1—an(rsp —98))llz -yl (3.5)
Since v < 7 and a,, € (0,1) then (1 — oy (75, —¥B)) < 1, it follows that G is
contraction, by Banach contraction principle, there exists a unique a fixed point x*.
Next, we proved that {uy},{z,} are bounded. Let p € T = F(S) N}, we obtain
that p = T,fllp and p = Tfpr and p = T'(s)p. From (3.1), we have
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51 4+ 64° (T2 = D A, —
T (I + A" (T = 1) Ay, — T p)?

lun — pII?

< e + 5A*(TT1:"‘ — Az, —p|?
< lan = pl|? + [|0AN(TF2 — 1) Az, | + 262, — p, A*(TF2 — 1) Azy,)
< lwn = pl? + 2(TE — I)Aw,, AA (TP — 1) Az,,)

+26(A(xn — p), (TTI:“ — D) Ax,)
< wn = pl? + LO*((TE? — 1) Az, (T — 1) Az,,)

+20(A(zy — p) + (TF> — 1Az, — (TF? — I) Az, A (TF? — 1) Azy,)
< lwn = pl® + LO?|(T772 — 1) Az, ||

+20 {(TF> Az, — Ap, (TF> — 1) Az,) — |(TF> — 1) Az, ||}
< lwn = pl® + LOP|(T772 — 1) Az, ||

420 { ST — DA, P~ (T - Do, 2}
< lwn = pl® + LP(T72 — D) Azn|* = O[[(T2 — 1) Az, |?
= lzn = pl* + (L6 = DT — 1) Az, . (3.6)
Since 6 € (0,1/L), we have
l[tn = pll < [[2n — pl|. (3.7)
Put y, = = [ T(s)unds, it follows that

1 [
—/ T(s)unds — pH
0

lyn —pl =

Sn
1| [
. / (T(s)un — T(s)p)ds
n 0
<l — pll < llzn — pl. (3.8)
And we obtain that
1o
lnss —pl = [P [awﬂxmu—uanm / T<s>unds] —pH
n J0O
1 Sn
< a,ﬁf(mn)—l—(l—uanB)—/ T(s)unds—pH
Sn 0
1 Sn
= [Jantrsten) o)+ 1 = penB) = [ Ty — (1 - o, 3
n J0O
1 Sn
< anlhstan) - a4 (1= an) | = [T T s -
n JO
1 Sn
< ol (en) = pBpll+ (1 = anr) - [T s)u, = T(s)pl ds
1 Sn
< anllvfn) = nBpll+ (= awr) o [ LT Jun pl ds
n JO
1 Sn
< anlfen) = uBpl + (1= anr) - [ LTds Jun ]
n JO
< aullyf (@) — uBpll + (1 = anr)sn lun — p
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< anllf(zn) = fFO + anllvf(p) — uBpl| + (1 — anT)sy, lun — pl|
< anyBllzn = pll + anllvf(p) — uBpl| + (1 — anT)s, |z, — pl|
< [0 — an(t5, —vB)]lzn — p| + anllvf(p) — uBp)| (3

Since {s, — an(7s, — vB)} is convergence sequence of real number then it is a
bounded dequence, we have K € R such that

Zns+1 —pll < K@y — pll + anllvf(p) — uBp)|, (3.11)

we have {x,,} is bounded and therefore {u,}, {y»} and {f(z,)} are bounded. From
(3.10), {||lzn — p||} is bounded and decreasing sequence, hence lim,_, ||z, — D]
exists.

Next, we claim that lim,_,« ||y — u,|| = 0. From (3.9), we have

lznsr —pl* <

n
2

1[5
< (1 —a,r)? —/ T(s)upds —p
Sn 0
+2a, (v f(zn) — vf(p) +7f(p) — uBp,xn — p)
< (1= anm)?|lun = pl* + 20098 xn — D
+2a, (v f(p) — uBp,Tn — p)
< lun = plI? + ant?|Jzn — plI* + 2008z — D

+2an ||vf(p) — uBpll||zn — p
< lwn = pl? +6(L8 = DT = DAz, |* + ant?||2n — pl?
+20,7B|| 25 — pll + 2007 f (p) — pBp|[|zn — |-
From (3.12), we obtain
§(L—=LOI(TE — DAz, |” < lzn — pl* = [lona —pl?
+an (T2 |z, — pl* + 298]|2n — pll
+2|vf(p) — uBplll|zn —pl).  (3.13)

Since {z,,} is bounded, lim,, o ||z, — p|| exists, lim, o o, = 0 and 6(1 — LJ) > 0,
we obtain that

lim |[(TF> — I)Az,| =0. (3.14)
n—oo :
From (3.1), we have
lun = pl* = [T (1 + 84T — DAy, — p|”

= ||TE(I + 64X (T — 1) A)w, — T p)?
< {un - pon+ A (TE — Aoy — p)

1 *
= 5 lllun =Pl + wn + 6AN(T2 = 1) Ay = p|)”

~llun = p =[x + 0A™(T;2 — I)Azy — p]|*} (3.15)
1 *

< 5 {llun = plP + lln = Pl = lun = 20 = SAN(T = 1) Az}
1 *

< Slllun = plI* + llon = pl* = llun = 2al* = S A™(T2 = D) A |

+20]| Aun — @) [II(T2 — 1) Awnll}-

an(Vf(wn) — pBp) + (I — MCYnB)i /OS" T(s)upds — (I — po, B)p

10)

2

(3.12)
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Hence, we obtain

= pI? = llun — 20 |® = S| AX(T2 = 1) Az ®
+20[|A(un — 2 II|(T2 — 1) Az |
2 =PI = llun — 20 l® + 26| Alun — 2a) (T2 = 1) Aznll.

(3.16)

lun — pII?

IN

It follows from (3.12) and (3.16) that

[2ne1 = plI> < lup = plI* + an7?(|lzn — pl|* + 2007820 — p
+2anvf(p) — uBplll|xn — pll
< ||xn —p||2 — ||tn — $n||2 + 25||A(un - xn)”H(Triz - I)Aan

+O‘n7—2”$n —p||2

+2a,yBlzn — pll + 20|17 f(p) — pBpll||zn — p| (3.17)
= |, —p||2 — ||tr — xn”z + 26| Aup — mn)llH(Trli2 - I)AmnH
-|-Oén7'2M1,

where My = 72|z, — p||*> + 2vB||xn — p|| + 2|17 f(p) — uBp||||zn — p||. From (3.17),
we obtain

=21 < | = plI* = llns1 = pl* + +20] A(un — 2) [|(T2 = 1) Az || + 07 My

(3.18)

From (3.18), (3.14), {z,} is bounded, lim,_, ||z, — p|| exists lim, o0 o, = 0 and
6 > 0, we obtain

lim |lu, — 2,| = 0. (3.19)

n—oo

Next, we prove that lim,_, « ||Zpn+1 —Z»|| = 0. From (1.4) and Lemma 2.14, we have

ftn = tpgr|| = [ TE(T + 6AY(TE — 1) Az — TE (I + 6A* (TP — 1) A)an_y |
< @ +6A (TS — D Azy,) — (wno1 + A" (T2 — ) Azyy)||
+ 1= TR (2, 4 5A (T — 1) Axy)

— (@1 + OA (TP — D) Az )|

Tn—1

< an —xp—1 — 0A"A(xy — 2p—1)]|
+O|| AT, Awn — T772 | Aw |
+ '1 — DN TE (2, + 6AT (T — 1) Axy)
— (o1 + SAN(TE: | — 1) Az,y)||
< (len = a2 = 200 Al — 2|12 + O AN 2 — 2 ]2)®
+3||A|| <||Axn(xn —xpy)|| + 1 - T"—;l T2 Ay, — Axn—lll)
|1 2 U o 4 67T - DAz,
— (T + 6A*(TF> — 1) Axy,)|
< (12541 + 1A a2

+O AN (lzn — 2|l + T2 A2y — Azia])
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4 1_74"7_1
T

n

|TF (2, + SA*(T> — T) Az,)

— (Tn + 0A"(TF> — 1) Az, ||

< (A =6lAIP) @ — zp-1ll + SIAIP (|20 — Tn—1ll
+ |1 = Bl A| =T Ay — Ay
+ ‘1 _ It |TF (2 + 6A (TS — 1) Axy,)
— (@ + SA*(TS> — I)Azy) ||
Tn—1
= |lzn — 2ol + ] All1 — T2 Az, — Azp |
+ ‘1 - T:;l | TE (0, + SA*(TF2 — 1) Aw,,)
— (zn + 0AY(TF: — 1) Aw,,)||
Ty
= llon —@n-al + 6l AL - = S8l Allen + &), (3.20)
where
En = ||T£2Axn — Az ||
& = T (2 +6A" (TS — D) Azy) — (xn + 6A* (TS — 1) Ax,)||. (3.21)

From (3.3), we obtain

1 Sn Sn—1
lyn — yn-all = ”7/ T(s)unds — / T(s)up—1ds||
Sn Jo Sn—1 Jo
1 Sn 1 Sn
< = T(s)upds — — T(s)up—1ds||
Sn Jo Sn Jo
1 Sn 1 Sp—1
+||—/ T(8)up—1ds — / T(8)up—1ds||
Sn Jo Sn—1 Jo
1 Sn
< = 1T (s)(un — un—1)llds
S’I’L 0
1 Sn s1 Sn—1
+||— T(s)up—1ds — T(s)up—1ds||
Sn Jo Sn—1Jo
— 11 snt
< Sn”Un - un—lH + | — — T(S)Un_lds
Sn Sn—1 0
1 Sn
+— T(s)un—1ds|| . (3.22)
Sn Sn—1

From (3.20) and (3.22), we obtain

Tn—1
1y = yn-1ll < o = zn-all + AN = —=[(3]|Allen + &)

/ T(s)up—1ds

1 1 Sn—1
/ T(s)up—1ds
0 Sn—1

Sn Sn—1

1
+ —

Sn

(3.23)

From (3.1) again, we obtain

|lzns1 —znll = ||Polanyf(2n) + (I — ponB)yn]



52 J. NONLINEAR ANAL. OPTIM. VOL. 11(1) (2020)

- PC [Oénfﬂf(fﬂnfl) + (I - Manle)ynfl] ||

< ey f(@n) + (I = panB)yn) — (0n—17f(2n-1)
(I~ o 1By )|
= [[(any(f(zn) = f(@n-1)) + V(0 — an—1)f(zn-1)
+ (I - /jfanB)(yn - ynfl) + M(an - anfl)ynfl)H
< anyBllen — znoall + vlan — |l f (@n-1)|l
+ (I = anT)[yn — yn-1ll + plon — cn—1lllyn-1)|l
< an’yﬁuxn - xn—l” + 7|an - an—l”'f(xn—l)n
Tn—1
U = an)(llen — zn-all + SIAIL = —=—[(3][Allen + &)
1 1 Sn—t 1 Sn
— = ’ / T(8)up—1ds|| + — / T(8)up—1ds||)
Sn Sp—1 0 n Sn—1
Fulon = an—1|l[yn-1l|
= (1 au(r =18 (n — a]
Tn—1
+len — an-afllf(@n-)l[1 = =[] Allen +&n))
1 1 Sn—1 1 Sn
+|— - T(s)up—1ds|| + — T(s)up—1ds
Sn Sn—1 0 Sn Sn—1
+ulan — an—1l[[yn—1]
< (A =ap(t =) 20 — 2p_1l|
T 1 1 1
—|—M2(’yan—an_1|—|—‘1— ! - _
n Sn Sn—1 Sn—1
+ plo, — an—1), (3.24)

where

/ ’ T(s)up—1ds

n<l1 Sn—1

My = max {sup(5||A||€n + &), sup (‘
n<l

) ,Sup IIyn1||} - (3.25)
n<l1

Since {z,}, {u,} and {y, } are bounded, we have { Az, } and {T'(s)u,—1} are bounded.
Then My < co.

It follows from condition (1) —(3) we have lim, oo 7, = 7 > 0, lim,, o0 85, = +00
and Lemma 2.15, we obtain that

lim ||@n+1 — 2] = 0. (3.26)
n—oo
Next, we claim that lim,,_,« || T(s)z, — | = 0. From (3.1) and (3.3), we obtain
1 Sn
lewi =l < | Pe ot + - panB) - [ 16 unds| - P,
nJo
1 Sn
< Jawrsten) + 1= wonB) = [ T(s)unds —
n Jo
1 [
< ap ||vf(zn) — ,uBS— T(s)unpds|| .
n Jo

(3.27)
Since lim,,—, o a, = 0 and {z, }, {w,} are bounded, we have

nh_>ngo |€n+1 — ynl = 0. (3.28)
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From (3.26) and (3.28), we get

lZn = Ynll < |20 — Togall + [Tt — ynll, (3.29)
it follows that
il — yn] = 0. (3:30)
On the other hand, from (3.1), we have
1 sn
IT(s)2m — 2| = HT(s)wn EVARS / T(s)unds
Sn 0
1 Sn 1 Sn
+||T(s)— T(s)upds — — T(s)unpds
Sn Jo Sn Jo
1 Sn
+||— T(s)upds — x,
Sn 0
1 Sn
< lep— — T(s)unpds
Sn 0
1 Sn 1 Sn
+ T(s)—/ T(s)upds — — T(s)upds
Sn 0 Sn 0
1 sn
+||— T(s)upds — x,
Sn 0
1 Sn 1 Sn
< 2|z —yull + HT(S)/ T(s)up,ds — — T(s)unpds||,
Sn Jo Sn Jo

(3.31)

So without loss of generality, we assume that & = {T'(s) : 0 < s < 400} is asymp-
totically nonexpansive semigroup on C, and from Lemma 2, we have

1 Sn 1 Sn
lim HT(S)/ T(s)upds — — T(s)upds|| = 0. (3.32)
n—»00 sn Jo sn Jo
It follows from (3.30), (3.31) and (3.32), we have
ILm 1T (s)xy, — x| = 0. (3.33)

Next, we claim that there exists a common fixed point of EP(Fy) N EP(Fy).
Since {z,} is bounded on Hilbert space, there exists a subsequence {x,, } of {z,}

which converges weakly to some z € X. From (3.19), y,,, — z. Now, we show that
z € EP(F1). From (3.1) and (A2), for any y € H, we have

%@ = Un, Un — Tp) > Fi(y, un) (3.34)

and hence
<y — Up,, u_mxmrm> > Fi(y, un, )- (3.35)
Since “ix,.r,, — 0 and u,, — 2, from (A1), it follows that 0 > Fi(y, 2) for all

y € H. Fort with 0 <t <1andy € H, let yy = ty + (1 — t)z, then we get
0 > Fi(y, 2). From (A1) and (A2), we have

0= Fi(ye,y) <tF1(ye,y) + (1 =) Fi(ye, 2) < tF1(ye, y) (3.36)

and hence 0 < Fi(y:,y). From (A3), we have 0 < Fi(z,y) for all y € H. Therefor,
z € EP(Fy).
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Since z,, — z and A is a bounded linear operator, we obtain Az,, — Az.
Let v,, = Az, — Tfj Tp,. It follows from (3.14), we have lim, . v,, = 0 and
J

ATy, — Un,; = TTI‘;"‘J Tp,;. Then from Lemma 2.13, we get

1
Fy(Axp; — vn;,y) + — <y — (Azn,; —vn;), (ATp, — vn,;) — Axnj> >0,Vy € Q.

(3.37)
Since Fy is upper semicontinuous in the first argument, and limsup,, ,. mn =7 > 0,
we taking 7 — oo, we have

Fy(Az —wvy,,,y) 20,Vy € Q (3.38)

that is Az € EP(F3) and hence z € Q.
Next, we claim that ((uF —vf)z*,2* =) <0,V € I' = F(S) N Q. From (3.1),
putting

1 [
Zn = anyf(zn) + (I — popB)— / T(s)unds, (3.39)
n Jo
we can observe that
1 sn
Tn1 = PCZTL = PCZn — Zn + an’yf(xn) + (I - /,[,OénB); / T(S)u’ﬂds
n Jo
(3.40)
it follows that
1 1 1
(,UB - ’Yf)xn = ;(Pszz - Zn) + ;(xn - xn—i—l) + ;(I - ,UNnB)(yn - xn)
(3.41)
Hence, for each p € T = F(S) N, we obtain that
1 1
<(NB*7f)xn7xn7p> = a7<PCZn*Znaxn7p>+a7<xn*xn+17xn7p>
1
+047<(I - NNnB)(yn - In),xn *p>
1 1
= a7<PCZn — Zn,Tn _p> + a7<xn — Tn+4+1,Tn _p>

1 1
+7<yn — Tn,Tn _p> + 7<Byn — Bxy,xn — p>-
Qo (7%}
(3.42)
From (3.42) taking limit n — oo, we have By, —Bx,, = Bz*—Bxz* = 0,y,—x, — 0
and Pz, — z, — Pox* — x* = 0, we have
(uB =~ f)Tn, 2 —p) <0, (3.43)

which implies that z = Pr(I — uB + ~vf).
Next, we claim that z € T' = F(S) N €. From (3.1), we have z,41 = Pcozy, and
for z* € I, we have

Tpnt1—x° = Pozp—2n+2n — 2
= Pozp —zn+an(vf(zn) — pBz*) + (I — pa, B)yn — (I — pa, B)z™.
(3.44)
Since P¢ is the metric projection from H; onto C, we obtain

(Pozn — #n, Pozn —2*) < 0. (3.45)
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It follows from (3.44) and (3.45), we have
*||2 (Pozn — 2Zny Tng1 — ) + an{(vf(zn) — pBx™), zpp1 — ™)
(I = panB)(yn — %), Tp+1 — %)

”zn-&-l -z

< an{(vf(xn) — pBx), xpye1 — ¥)
(I — pon B)(yn — %), Tpg1 — %)
< an¥(f(zn) — f(@7), Tn1 — 27)
+an(vf(z*) — uBx™), xpi1 — 2¥)
(I = panB)(yn — ), Tp1 — %)
< anyBllan — 2 |||l@ngr — 27| + an(yf(2") — pBa”), ang1 — %)
+(L = an7)[yn — 2"l Tpt1 — 27|
< aYBllan — 2||wnr — 27| + an (1 f(27) — pBa®), Tnp1 — %)
(1 — an?)llan — 2" llnss — 2|
< (I —an(m=vB8)lzn — &™[|[[znr — 27|
+an(vf(2") — pBz*), Tpi1 — %)
< U=l (o, — 0t~ o — o)
+an(vf(x") — pBx™), xpnp1 —x7), (3.46)

it implies that

* (12 (1704n(7_7’yﬂ))
"= Tra.c )
200,

Tt an(r —8)

[ 2y — 2|2

(Vf(@") = pBx™), tnyr — 27)

< (L=an(r =78)llzn — 2*|?
Ty ) ) g =)
< (1—an)|zn — z*||* + anby, (3.47)
where
an = an(T—=7B),
bn = ’ (vf(z") — pBx™),xny1 — a7). (3.48)

(1+an(T —75))

We see that X952, = 400 and limsup,,_,., b, < 0. From Lemma 2.15, we have
x, — x*. This completes the proof. O

Corollary 3.2. [17] Let Hy and Hsy be two real Hilbert spaces and let C C H,
and @ C Hy be nonempty closed subsets. Let A : Hi — Hy be a bounded linear
operator. Assume that F; : C x C — R and Fs : Q x Q — R are the bifunctions
satisfying Assumption 2.12 and Fy is upper semicontinuous in the first argument.
Let & = {T'(s) : 0 < s < oo} be a nonexpansive semigroup on C such that T' =
F(S)NQ #D. Let the sequence {un} and {x,} be generated by (5.1), and suppose
that the sequence {ay,} satisfies the following conditions:

(i) a, € (0,1) and lim,, 00 vy = 0;

(if) 222y, =0;

(iii) edther X2 glan+1 — an| < 00 or lim, 00 a(iil =1.
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where s, = X [7" LTds — 1 as n — oo. Then the sequence {u,} and {z,}
generated by (3.1) converge strongly to x* € T' = F(J) N Q, where * = Pr(l —

uB + v f)x*, which is the unique solution of the variational inequality (3.2).

Proof. From example 1.1 and example 1.2, we see that a nonexpansive semigroup is
T is asymptotically nonexpansive semigroup. Then this theorem cover by theorem
3.1. g

Corollary 3.3. Let Hy and Hy be two real Hilbert spaces and let C C Hy and
Q C Hy be nonempty closed subsets. Let A : Hy — Hs be a bounded linear operator.
Assume that F1 : C x C — R and Fy : Q x Q — R are the bifunctions satisfying
Assumption 2.12 and Fy is upper semicontinuous in the first argument. Let the
sequence {u,} and {x,} be generated by are generated by

Uy, = Trlzl(acn—|—(5A*(T7fz2 — 1) Az,,),
1 Sn
tan = anif(e) + (- panB)— [ T(s)unds, (3.49)
n J0O

the sequence {ay,} satisfies the following conditions:

(i) an € (0,1) and lim, o0 cvn = 0;
(ll) E%O:()Oln = 0;

(iii) edther £9% glan4+1 — an| < 00 or limy, o0 a‘z:l =1
~ _ 1 [Sn 7T
where s, = - [" Lyds — 1 as n — oo. Then the sequence {un} and {z,}

converge strongly to x* € T' = F(3) N Q, where v* = Pr(I — uB 4+ vf)x*, which is
the unique solution of the variational inequality (3.2).
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ABSTRACT. The main aim of this article is to present an inexact proximal point al-
gorithm for constrained multiobjective optimization problems under the locally Lipschitz
condition of the cost function. Convergence analysis of the considered method, Fritz-John
necessary optimality condition of e-quasi weakly Pareto solution in terms of Clarke subd-
ifferential is derived. The suitable conditions to guarantee that the accumulation points
of the generated sequences are Pareto-Clarke critical points are provided.
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1. INTRODUCTION

With the development of optimization theory, multiobjective optimization prob-
lems have increasingly received much attentions, and have been greatly applied
to management, decision-making disciplines, resource planning, engineering, the
design of aircraft control systems and so on, see, for example, [30, 31]. In multiob-
jective optimization, one considers optimization problems with several conflicting
objective functions. It is usually hard to find an optimal solution that satisfies all
objectives from the mathematical point of view (i.e., there is no ideal minimizer),
but we obtain a set of alternatives with different trade-offs, called efficient solutions.

The multiobjective optimization problem is considering the following context:
For I ={1,2,...m}, weput R? = {x e R™ : 2; > 0,j € I}, and R}, = {zx € R™:
x; >0,j€l}. Fory,z€ R™, (2> yory=z) means that z —y € R, and (2 >y
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or y < z) means that z—y € R, . By using these relations, we consider the efficient
solution concepts of the (constrained) multiobjective minimization problem
;IélélF(.’E), (1.1)

where C' C R" is the constrained set and F' : R™ — R™ is the objective mapping.

There are a number of works that pay attention to the methods for finding ef-
ficient solutions of multiobjective optimization problem (1.1). Such as, in 2007,
Ceng and Yao [9] developed both an absolute and a relative version of approximate
proximal point algorithm. They considered the approximate proximal method via
the subproblems of finding weakly efficient points for suitable regularizations of
the original mapping. Later, in 2015, Papa Quiroz et al. [29] proposed an inexact
proximal point method of constrained multiobjective problems involving locally Lip-
schitz quasiconvex objective functions. They used proximal distances and assumed
that the function is also bounded from below, lower semicontinuous for convergence
analysis of the method. They proved that the sequence generated by the proposed
method converges to a stationary point of the problem. After that, in 2018, Joao
Carlos de O. Souza [33] studied the convergence of exact and inexact versions of
the proximal point method with a generalized regularization function in Hadamard
manifolds for solving scalar and vectorial optimization problems involving Lipschitz
functions. In 2018, Bento et al. [5] considered the exact proximal point method of
the constrained nonsmooth multiobjective optimization problem. They used non-
scalarization approach for convergence analysis of the method, where the first order
optimality condition of the problem is replaced by a necessary condition for weak
Pareto points of a multiobjective problem. For more information on the related
works in this direction, ones may see [1, 4, 5, 6, 7, 16, 17, 33]) and the references
therein.

In this paper, our interest is to consider an inexact proximal point method for
solving the multiobjective optimization problem (1.1).

Using the same technique as in Bento et al. [5], we propose an inexact proximal
point algorithm for constrained nonsmooth multiobjective optimization problem. In
terms of Clarke subdifferential, we introduce Fritz-John optimality condition of an
e-quasi weak Pareto solution, which we use for convergence analysis of our method.
We also show that our proposed algorithm is well defined and the sequence achieved
by the proposed algorithm converges to a Pareto-Clarke critical point. For a convex
objective function F'; we obtain the convergence to a weak Pareto solution of the
problem.

2. PRELIMINARIES

In this section, we present some basic concepts and results that are of fundamen-
tal importance for the development of our work.

The domain of f, denoted by dom f, is the subset of R™ on which f has a finite
valued. A function f is said to be proper when dom f # (). We denote the closed
unit ball in R™ by Br~. We say that a scalar valued function f:R"™ — RU {400}
is locally Lipschitz at x € R™ if there exist a neighborhood U of x and a positive
real number L such that

|f(z) = f(y)| < L||z—vyl, Vz,y e U.

A vector valued function F': R™ — R™ is locally Lipschitz if all components of F’
are locally Lipschitz.
Next, we recall some concepts of Clarke directional derivative.
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The Clarke directional derivative of a proper locally Lipschitz function f : R® —
RU{+o0} at = € R™ in the direction of d € R™ is denoted by f°(z, d), and is defined

as
(. d) = Tim sup LW D = W)
t—=0y g t
Now, we recall some concepts involving locally Lipschitz functions and noncon-
vex constrained sets.
Let C C R™ be a nonempty and closed set. We denote the distance function
d:R"™ — R of a point x € R™ to a set C' C R" as

do(z) == inf{||]z — || : c € C}. (2.1)

We say that a point x € C is a Pareto-Clarke critical point of F' in C' if, for any
element v € To(x), there exists ¢ = 1,...,m such that

fi(@,0) 20, (2.2)
where f; is the ith component of F' and T¢(z) := {v € R" : d&(z,v) = 0} denotes
the set of all tangent vectors to C' at x. As mentioned in [10], page 11, a vector v

belongs to Te(x) if and only if it satisfies the following property: for every sequence
{z*} in C converging to = and every sequence t; in (0,00) converging to 0, there
is a sequence v* converging to v such that z* + ¢,v* belongs to C for all k. The
normal cone is the one obtained from tangent cone T¢(x) by polarity. Therefore,
the normal cone N¢(z) to C at x is as follows:

Ne(z) :={c e R": (s,v) <0,Vv € Te:(x)},

see [5]. If C' is convex, N¢(z) coincides with normal cones in the sense of convex
analysis; (see [10], Proposition 2.4.4).

Now, we remind some basic concepts and properties of multiobjective optimiza-
tion, which can be found in [24].
A sequence {z*F} C R™ is called a decreasing sequence if 2P < 2 for k < p. A point
Z is said to be an infimum of {xk}, if there is no z such that z < 7 and z < z*
satisfying < z*, for all k € N.

Next, we recall some definitions of optimal solutions and approximate optimal
solutions of multiobjective function F': R™ — R™.
Consider a nonempty subset C' C R™ and € := (€1, ..., ) € R, a point 2* € C is
called

(i) a weak Pareto solution of problem (1.1) if there exists no & € C such that
filz) < fi(z*), for all € {1,...,m}.
(ii) an e-weak Pareto solution of problem (1.1) if there exists no z € C such
that f;(x) + ¢ < fi(z*), for all i € {1,...,m}.
(iii) an e-quasi weak Pareto solution of problem (1.1) if there is no « € C such
that f;(x) + ||z — z*|| < fi(z*), for all i € {1, ...,m}.
We denote the set of weak Pareto, e-weak Pareto and e-quasi weak Pareto so-
lutions of problem (1.1) by argmin,{F(z)|z € C}, argmin,{F(z)|z € C} and
arg min,_,{F(z)|z € C}, respectively. For the detail, see [13] and [25].

Remark 2.1. It is apparent that, if ¢ = 0 , then the notions of an e-weakly Pareto
solution and an e-weakly quasi Pareto solution defined above coincide with the
usual one of a weak Pareto solution. Also, for the case, ¢ # 0, it is easy to see
that, argmin,{F(z)|z € C} C argming,{F(z)|z € C} and argmin,{F(z)|z €
C} C argming ,{F(z)lz € C}. While, the sets argmine,{F(z)|lzr € C} and
arg ming,_,{F(z)|z € C'} might be two different sets. For detail, see [13].
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Now, we remind Clarke subdifferential concept of scalar and vector functions.
The Clarke subdifferential of scalar valued function f : R — R at z, denoted by
Of(x), is defined as

Af (z) :={w e R" : (w,d) < f°(z,d), Vd € R"},

see Clarke [11].
The Clarke subdifferential of F' : R” — R™ at 2 € R"™, denoted by 0F(z), is defined
as

OF (z) := {U e R™*" : UTd < F°(z,d), Vd € R"},
where F°(z,d) := {f?(x,d), ..., f3(z,d)}.
Proposition 2.2. ([11], Proposition 1.4) f°(z;v) = max{{-v: & € df(x)}.
Remark 2.3. It is noted in [5] that, combining (2.2) with Proposition 2.2, we have
the following alternative definition: a point x € R"™ is a Pareto-Clarke critical point
of F in C if, for any v € T (x), there exist ¢ € {1,...,m} and & € 9f;(x) such that
(&,v) > 0. Thus, if x is not a Pareto-Clarke critical point of F' in C, there exists
v € To(z) such that Uv < 0, VU € OF ().

The necessary condition for a point to be a Pareto-Clarke critical point of a
vector-valued function can be found in Bento et al. ([5] Lemma 1), and is given
below.

Proposition 2.4. [5] Let w € R\ {0} and assume that C is closed and nonempty
set. If —UTw € Ngo(z) for some U € OF (z), then z is a Pareto-Clarke critical
point of F.

For the nonconvex case, a formula for the Clarke sudifferential of the distance
function (2.1) defined in Burke, Ferris and Qian [3] is as follows:

Proposition 2.5. [3] Let C C R™ be a nonempty and closed set: If x € C, then
dde(z) C B[0,1] N Ne(z), (2.3)
where B[O, 1] denotes the closed unit ball in R™.

Now, we recall some basic definitions of multiobjective functions.
Consider a vector function F': R™ — R™, we say that
i) F'is called R'!'-convex if, for every x,y € R", the following condition holds:

F(l—t)z+ty) 2 (1—t)F(z) +tF(y), Vte][o,1].
ii) F is called R"-quasiconvex if, for every z,y € R", the following condition holds:
F((1-t)z +ty) X max{F(z),F(y)}, Vtelo,1],
where the maximum is considered coordinate by coordinate.

Remark 2.6. A vector function F': R™ — R™ is convex (resp. quasi-convex) iff F’
is componentwise convex (resp. quasi-convex), see Definition 6.2 and Corollary 6.6
of [24], pages 29, 31, respectively.

Next propositions will be useful in the following section.

Proposition 2.7. ([34], Theorem 3.2.1) Let C' C R™ be a nonempty set and f :
R™ — R be a Lipschitz function on R™ with constant L. If T is a minimizer for the
constrained minimization problem,

min f(x), z € C, (2.4)
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and T > L, then T is also a minimizer for the unconstrained minimization problem
min{ f(z) + 7dc(z)}, =€ R™ (2.5)

If 7 > L and C is a closed set, then the converse assertion is also true: Any mini-
mizer T for the unconstrained problem (2.5) is also a minimizer for the constrained
problem (2.4).

Proposition 2.8. ([1], Proposition 2.6.1) Let C = R™ and & be a Pareto-Clarke
critical point of a locally Lipschitz function F': R™ — R™. If I is R""-convez, then
% is a weak Pareto solution of the problem (1.1).

Proposition 2.9. ([28], Proposition 5.3(ii)) For a function f : R™ — R locally
Lipschitz at x € R™ with modulus [ > 0, it holds that

|z*|| <1, Va* € 0f(z). (2.6)

Proposition 2.10. ([28], Theorem 5.10) Let f1, fo : R"™ — R be locally Lipschitz
functions at T € R™, then

I(f1+ f2)(x) C Of1(Z) + Of2(Z). (2.7)

Proposition 2.11. [10] Let f; : R® = RU{+o0},i = 1,2, ...,m, be locally Lipschitz
function at © € R™ for alli = {1,...,m}. Then, the function f(x) := max{f;(z)|i €
{1,...,m}} is also locally Lipschitz at x and

of(e) € J{o N @ = 0.3 A = 1017 - sl =0 .
1=1 i=1

Proposition 2.12. (2], Theorem 2.1) Let f : R" — R U {+o0} be a proper
quasiconvez locally Lipschitz function on R™. Ifx* € df(x) such that (x*,i—x) > 0,

then f(x) < f(2).

The next definition and result will be useful for the existence of the set of
minimizers of a vector function which can be found in [24].

Definition 2.13. [24] A subset A of R™ is said to be R’-complete, if any decreasing
sequence of A is bounded by an element of A, i.e., whenever {z*} C A is a decreasing
sequence, then there exists = € A such that z < 2%, for all k£ > 0.

Proposition 2.14. ([24], Lemma 3.5) If A C R™ is closed, has a lower bound (i.e.,
3 some a € A such that, for all x € A, a < x), then A is R!'-complete.

Proposition 2.15. ([24], Theorem 8.8) Consider the multiobjective problem (1.1).
Then, argmin{F(x)|x € C} is nonempty iff F(C) has a R*-complete section.

3. NECESSARY OPTIMALITY CONDITION

In this section, we consider multiobjective optimization problem (1.1) of finding
the quasi-weak Pareto point of a vector valued function F' subject to the following
constrained set

C:={z € Dlg;(x) <0, j =1,...p},
where D C R" is a nonempty and closed set, and g; : R®™ — R is a locally Lipschitz

function. We provide necessary conditions for a point z* € C' to be an e-quasi weak
Pareto solution associated to the problem (1.1).
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Proposition 3.1. Let z* € argmin.,_,{F(z)|z € C}. Then, there exist t; > 0
and pj >0 fori e {1,...,m} and j € {1,...,p} with > i, t; + Z§:1 w; =1 and
T > 0 such that

m p m
0e Z tlafl($*) + Z ujagj(x*) + ZtiGiBm* + TadD(lL'*),
i=1 j=1

i=1

where f; : R" = R, ¢ € R fori € {1,..,m} and B,~ denotes the closed unit ball
of x*.

Proof. For each z € C, put ¥(x) = maxie{17.,.m}{fi(x)ffi(x*)JreiH:r—x*H,gj(x)}.
JE{1,....p}
Observe that ¥U(z*) = 0.

Next, since x* is an e-quasi weak Pareto optimal point, then there is no x € C such
that

fi(z) +elle — ™| < fiz™), Vie{l,..,m}. (3.1)
It can be easily verified that 0 < ¥(xz), which infers that for all z € C, we have

It follows that x* is also a minimizer to the constrained optimization problem

inW(x).
g V(o)

Proposition 2.11 and locally Lipschitz properties of functions f; and g; imply
that the function ¥ is also locally Lipschitz around z*. Let L be a locally Lipschitz
constant of ¥ at z* and 7 > L, then applying the Proposition 2.7 to the last
problem, we obtain

0 € (¥ (z*) + Tdp(z™)). (3.2)
Also, the sum rule (2.7) implies that
0 € 9V(x*) + 7ddp(z™). (3.3)

Now, by Proposition 2.11 and invoking the sum rule (2.7) applied to the ¥, there
exist non-negative real numbers t; > 0 and y; > 0 such that > .- t; +Z§.’:1 =1
and

m m p
0¥ (z*) C { Z t;0fi(z*) + Z ti€; By~ + Z,ujagj(a:*)}. (3.4)
i=1 i=1 j=1
and the desired result follows by combining (3.3) with (3.4). O

4. INEXACT PROXIMAL POINT ALGORITHM

In this section, we consider C' C R™ a nonempty and closed set and F' : R” — R™

is locally Lipschitz function.
Next, we consider the inexact proximal point algorithm, for obtaining a Pareto-
Clarke critical point of F' in C. Take a bounded sequence of positive real numbers
{A\&}, and a sequence {e*} C R, such that ||e*| = 1, for all kK € N. The method

generates the sequence {2*} € C as follows.
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4.1. Algorithm.
INITTALIZATION: Choose an arbitrary initial point
e C. (4.1)

STOPPING CRITERION: Given z*, if z* is a Pareto-Clarke critical point, then
stop. Otherwise go to the iterative step.

ITERATIVE STEP: Take the next iterate 2**! € C as y such that there exists
ek e R’ satisfying

A
y € argminge, ., {F(2) + |z — 2*|*e|o € Qu}, (4.2)
A
& 2o lly — atle, (4.3)

where Qy, := {z € C|F(z) < F(2*)} and {03} C [0,1).
From now on, we will assume that 0 < F'.

4.2. Existence of iterates.

Proposition 4.1. Let F : R™ — R™ be a continuous function. Then, the sequence
{x*}, generated by Algorithm J.1, is well defined.

Proof. We proceed by induction: It holds for k = 1, due to (4.1). Assume that z*
exists and define

A
Fi(w) := F(z) + 5 o — o[

Since 2% € Q4., we have, Fj,(€) # (. By assumption on F, that is 0 < F, we get,
0 < F(z). Now, let {y?} C Fj(Q4) such that y? — y. Since y? € Fj(£), there
exists zP € Qy satisfying y? = Fj(2P), for any p. We claim that {2} is bounded,
if not, then there is {p;} C {p} such that 2?7 — oo as j — oo, then coercivity of
Fy, infers that ||Fy(2P7)|| — 400 as j — oco. On the other hand, ||F(2P)|| — |||
because y? = Fj(zP) and y? — y, which is a contradiction. Hence, we proved that
{#P} is a bounded sequence. Subsequently, there are {277} C {2P} and z € R" such
that zPi — z as j — oo. Moreover, by the continuity of F', we know that 0 is a
closed set. Hence, z € Q. Applying continuity of Fj and using uniqueness of limit,
we can assert that y € F, (). This proves Fy () is closed.

Subsequently, by Proposition 2.14 and property of R that all decreasing sequences
having lower bound converges to its infimum, we know that F(£2;) is R7’-complete.
Thus, Proposition 2.15 infers that

arg min, {Fi(z)|z € O}
is not empty. Therefore, by Remark 2.1, it follows that argming, ., {Fk(z)|z €
Qir} #0. O

Remark 4.2. Note that if Algorithm 4.1 terminates after finite number of itera-
tions, then it terminates at a Pareto-Clarke critical point.

4.3. Convergence Analysis.

In this section, first we present some results which play an important role in
our subsequent considerations. Then, we show that the sequence generated by our
algorithm converges to a Pareto-Clarke critical point.

Proposition 4.3. For all k € N, there exists A;, € R™*", oF gF ¢ R, 7% >0
and w* € R™ such that

AT (0F + %) + M1 (P oy (aF — 2P ) 4 (7 ook ot =0, (4.4)
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where v* € B, w* € B0, 1] N Ne(z*) and 7% (af + BF) =1, Vk € N.

Proof. For every k, consider the functions
A
Wi(x) := F(x) — F(z"), and Fy(z) := F(z) + ?kH:E — 2| %e.

As, F and ||z — x¥||? are locally Lipschitz, the coordinate functions (Wp);(.) :=
A
F() — F(z*) and (Fp):(.) :== F(.) + 7’“\\. — a¥|2¢%, i € {1,...,m}, of Wy(z) and

Fy.(z), respectively, are also locally Lipschitz.
Since z* is an e-quasi weak Pareto solution for

min Fy,_1(z) such that Wy_1(z) <0,

hence the desired result follows by applying Proposition 3.1, for each k£ € N fixed
with f; and g; by Fi,—1 and Wj_, respectively, and taking into account that, from
Proposition 2.5, we have

dde(z*) € B[0,1] N Ng(2F), Vk €N.

In this case, AT = [u}...uk], where uf € Ofi(z*) with i € {1,..,m}, of =

%

(af,..,af)" and % = (BF, .., BT D

Proposition 4.4. If there exists k € N such that 2"t = x| then 2* is a Pareto-
Clarke critical point of F.

Proof. Suppose that for any k € N, ¢! = 2% which implies that € = 0. Then by
Proposition 4.3, we obtain

AL (@ 4 5 4 ™t =0, (4.5)
which infers that

- A£+1(ak+1 + B € No(zF+). (4.6)
Since 37 (@t BFT) = 1, we can say that (aF+!+51) € R\ {0}. Moreover,
Apy1 € OF (2*+1), then using Proposition 2.4, we obtain the desired result. O

Proposition 4.5. Let ko € N be such that o = 0. Then x*° is a Pareto-Clarke
critical point of F.

Proof. If there exists kg € N such that ay, = 0 then, from (4.4), we have

Af R + mpwho =0, (4.7)
where 7, > 0, wk € Ng(z™). Since Ay, € OF(z*0) and p*o € R7 \ {0}, the
desired result follows by using Proposition 2.4. O

From now on, we will assume the sequences {)\.}, {¢*} and {z*} are infinite
sequences generated by Algorithm 4.1, then o # 0 and z**! # 2%, in view of
Proposition 4.4 and 4.5, respectively.

Next we prove that every cluster point of ¥, if any, is Pareto-Clarke critical point.

Theorem 4.1. Assume that there exist scalars a,b,c,d € Ry such thata < Ag < b,
c<er<d op<d<1, forallk €N andi€ {1,..,m}. Then, every cluster point
of {z*}, if any, is a Pareto-Clarke critical point of F.

Proof. Since

. A
A= argminge,_, {F(z) + 7k||:v — zF|]2ek |z € ),
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we have

Ak
max {fi(a¥) — fi(a"*) + efl|la® — 2P = Hat T -2 |Pel} > 0.
<i<m 2

Hence for any k, there exists some index ig := ig(k) € {1,...,m}, where the maxi-
mum in the last inequality is attained. Thus,

A

fi0<xk) - fio(xk-‘rl) + €i§0||xk - xk—HH o 2

l=*1 — a*|%ef, > 0,
which provides us
Ak
Sl =t el — et = M < fig(2F) = fio ().
By (4.3) and boundedness assumption of {\;} and {e*}, we obtain
A
k k ko k ki 2.k _ kk k
Fio(@%) = fig (") = Tr ™ = a¥ el — e [l = 2]
)\k )\k
> Sl = atey, — ot = b e

2
)‘k k+1 k2, k
(1= o) 2 k1 — ¥ ek

v

Then, from the boundedness of {\;}, {€*} and {04}, we obtain
ac
(1= d)7 o™ = 8|2 < fiy (a%) = fio (1), (4.8)

Combining (4.2) with the definition of Q, it follows that {F(z*)} is nonincreasing
sequence, and by assumption on F, i.e, 0 < F, we have that {F(x*)} is a convergent
sequence. Hence, by taking k — 400 on (4.8), we get
li B _ 2k = 0. 4.9
im (@5 ) (19)
Take 7 as a cluster point of {z¥}, then there exists subsequence {z*i} of {z*}
converging to . Therefore, by applying Proposition 4.3 for the sequence {z*i},
we have that there exist sequences Ay, 41 € OF(z%T1), okl ghitl € RT and
vkitl € B i;+1 such that

A£j+1(ak_j+1+ﬂkj+1)+/\kj <ek_,~’ak_j+1>(xkj+1_xkj)+<6kj7akj+1>vk_7~+1+7_kj+1wkj+1 —0,
(4.10)
where Zﬁl(afﬁl + B85y = 1 and whit! € Ng(zhit1).

From the convergence of {z%i}, we obtain that {z*i} is bounded. By locally
Lipschitz property of F, it follows by (2.6) that their subgradients are bounded. So
from the above conditions, the sequences Ay, vk oki, Bk wki are bounded. Thus,
equality (4.10) implies that Tk, is also bounded. Now, without loss of generality, we
may assume that the sequences Ay, vk ok gk wki and Tk, converge to A, 7,

a, 3, w and 7 respectively. Also, since Ak; (eFi aFi*1) is bounded, then by letting
k; goes to infinity in (4.10), we obtain

AT(a+ B) +7w=0. (4.11)
Since @ € N¢(z), (@ + B) € RT\ {0}, A € OF(z), it follows from (4.11) that
—A"(a+p) € No(z),

and this together with Proposition 2.4, enables us to say that Z is a Pareto-Clarke
critical point of F'. This completes the proof. O
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Next, we will present full covergence theorem of proposed Algorithm 4.1. The
following definition and lemma will be useful in our proof.

Definition 4.6. Let 2 C R™ be a nonempty set. A sequence {z¥} C  is said to
be Fejér convergent to a nonempty set Q iff, for all z € €,

|25 — 2|2 < |28 — 2|2 + 9, k=0,1,...
where {95} C (0, 00) satisfies Do U5 < 0.
The following result on Fejér convergence is well known.

Lemma 4.7. [15] Let Q C R™ be a nonempty set and {z*} C Q be a Fejér convergent
sequence to §), then:

o The sequence {z*} is bounded.
e If a cluster point Z of {z*} belongs to Q, the whole sequence {z*} converges
to Z as k goes to +oo.

Now, we will consider that F': R" — R™ is R’P’-quasiconvex, C' is convex set,
and the following well-known assumption.
H1: The set (F(z°) — R7) N F(C) is R7-complete.

Theorem 4.2. Assume that H1 holds true and Z;:S o < +00. Then, the sequence

{x*} generated by the Algorithm 4.1, converges to a Pareto-Clarke critical point of
F.

Proof. Define

+oo
E = ﬂ Qk.
k=0
Assumption H1 implies that F is nonempty. Take z* € E, which infers that x* € €
for k € N. It is easy to see that:
|2 —2*||? = [|aF T =2 |2 || -T2 2(ak — 2P 2R %)) VR e N (4.12)
Following the steps of the proof of Theorem 4.1,

A (eF, af Ty (aF — 2ty = AT (a4 B8R (R P TR oy P W € N
(4.13)
Now, combining (4.12) with (4.13), we get

b
2 (et 2 = k= P — ot - )

<A§€+1(‘3"€Jrl + BEF) 4 (¥, oM 4 g P R x*>

i m

= Z(a?*‘l + ﬁf+1)<uf+1, Zht I*> + Z a§+1€i§<vk+1’ R l‘*>
i=1 P

-+ Th+1 <’U)k+1, xk-ﬁ-l _ $*>7

where by, = (¥, aF 1), uF T € 9f;(a*+1),Vk € N and i € {1,...,m}. Since F is
R'7'-quasiconvex function, in particular, f; is quasiconvex for each i € {1,...,m}. As
x* € Qf and uf“ € Of;(xF*1), it follows by Proposition 2.12 that

m

z:(ozf's'1 + BEFY) (U g 2y >0, VE € N. (4.15)

i=1

(4.14)
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As C'is a convex set, wht! e Nc(a?’”‘l) together with 74,11 > 0 and characterization
of convex normal cone imply that

Tpp1 (W 2P — %) >0, VE e N (4.16)
By combining the inequalities (4.15), (4.16) with (4.14), we obtain

2 m
ka _ CC*||2 _ ka-&-l _ m*HQ _ ”xk _ xk+1||2 > — Zaf“ef(vkﬂ,wkﬂ _ CC*>
Arbr
> —op||eF T — 2F| ||z — 2*TY), VEk e N
(4.17)

As, 7+ s > 2y/rs holds for r, s > 0, taking s := ||2**1 — 2| and r := ||z* — ¥,
we obtain

o — & ||t — 2| ok — R 2 = TR gt [P a2 ], VE € N,

Thus, we get

1
e s e L P
—

(4.18)
< (1 4Tk )Hmk — ")), Vk € N.
1—op
Since Yo, 0% < 400, it follows that
+00 9 400 2
20}, 207
Ko=) 07 < 400 and K = ‘H (1+ o7 ) < oo
k=ko j=ko J
By (4.18), observe that for all k& > ko
202
k+1 * (12 k k *(12
ottt o < (14 20 o -]
207 _, 207
< (1 - 1 k k—1 %2
< () (g
k 2
207
J k * (|2
< ]I <1+ 1_202)le "=
Jj=ko J
ad 202
J k * (|2
< ]I <1+ 1_202>||x "=l
J=ko
= K|lz* — z*|2.
This shows that {z*} is bounded. Then (4.18) becomes
2 2
[2*H — 2% % < b — 27| + —k K2, Vk € N. (4.19)
1—20¢

2
20},

where K = supy, ||z* — 2*||. Take ny, = s K2. Since n, > 0 and Y7, n < +00,

we obtain that {2} is quasi-Fejér convergent to E and boundedness of {z*} implies
that the sequence {2¥} has a cluster point Z. Since Theorem 4.1 implies that = € E.
Therefore using Lemma 4.7 with U = E, we conclude that the whole sequence {z*}
converges to T as k goes to 400, where T is a Pareto-Clarke critical point of F'. O
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Corollary 4.8. If C = R", F' : R" — R™ is R*-convex and locally Lipschitz
function, then the sequence {x*} converges to a weak Pareto optimal point of F.

Proof. Tt is immediate from Proposition 2.8. d

5. CONCLUSION

Bento et al. [5] proposed an exact proximal point method for nonconvex and

non-differentiable constrained multiobjective optimization problems. Later, Bento
et al. [0] extended the above work in the Riemannian context. Furthermore, for
full convergence analysis, they assumed that the objective function is convex. After
that Lucas Vidal de [23] proposed and analyzed an inexact version of proximal point
method presented by Bento et al. [6]. They also derived the Fritz John necessary
optimality condition in terms of Mordukovich subdifferential for convergence anal-
ysis of the algorithm.
In this article, we developed an inexact version of proximal point method of Bento
et al. [5]. In terms of Clarke subdifferential, we introduced Fritz-John necessary
optimality condition of e-quasi weakly Pareto solution, which we apply for con-
vergence analysis of our proposed method. We also presented that the proposed
method is well defined and under some suitable conditions the sequence attained by
our proposed method converges to a Pareto-Clarke critical point. The newly pro-
posed inexact proximal point algorithm is important because of its practical point
of view. Notice that, the proximal point method is a conceptual algorithm, and
its computational performance strongly depends on the method used to solve the
subproblems. Hence, in practice computations introduce numerical errors in order
to solve the auxiliary minimization problems and these methods usually provide
only approximate solutions of the subproblems. Clearly, it is very important, from
the view of practice, to study the asymptotic behavior of iterations of the algorithm
in the presence of computational errors.
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1. INTRODUCTION

Let E be an ordered Banach space with the partial order < . A mappingT : £ — E
said to be monotone if Tx < Ty for all z,y € E with x < y and monotone
nonexpansive if T is monotone and

1Tz =Tyl < ||z =yl
for all z,y € E with = < y.
In 2015, Dehaish and Khamsi [1] consider Mann’s iteration {x,} for a monotone
nonexpansive mapping 1 : C' — C defined by

Tn+1 = 677,-’&1 + (1 - ﬂn)Txna

for each n > 1, where {f3,,} in (0, 1) for finding some order fixed points of monotone
nonexpansive mappings in uniformly convex ordered Banach spaces for prove some
weak convergence theorems. The results of Dehaish and Khamsi , they gave the
control condition {f,} in [a,b] with a > 0 and b < 1, but their results do not entail
Bn = %ﬂ

Thus, to improve the results mentioned above, in 2016, Song et al. [2] they
proved some weak convergence theorems of Mann’s iteration satisfies the following
condition:

D Ba(l = By) = oo.
n=1

Clearly, this control condition {8,} contains /3, = %ﬂ as a special case.

In 2016, Song et al. [3] considered the convergence theorems of Mann’s iteration
for a monotone a-nonexpansive mapping 7" in an ordered Banach space E.

In 2017, Muangchoo-in et al. [1] introduced the notion of a monotone («, 3)-
nonexpansive mapping 7' in an ordered Banach space E and proved some existence
theorems of fixed points by using the assumption lrlbrgg |z, = Tyl = 0. and some

weak and strong convergence theorems of Ishikawa type iteration as follows are
obtained :
{ Yn = (1 — 8p)xn + 80Ty, (1.1)
Tnt1 = (1 = $p)Tn + 0T (yn) '
for each n > 1, where {s,} is the sequences in [0, 1]. Under the control condition
liminf s, (1 —s,) >0 or limsups, (1 —s,) > 0.

n——o0 n——o0

In 2013, Sahu, D.R. [7] introduced Normal S-iteration process defined as follows :
For C a convex subset of normed space X and a non-linear mapping 7" of C' into
itself, for each x; € C, the sequence {x,} in C is defined by

{ Yn = (1 = sp)xn + sy, Ty, (1.2)
Tpt+1 = T(yn) .
for each n > 1, where {s,,} is the sequences in (0,1).

Motivated by the results mentioned above, in this paper, we show some existence
of a fixed point of a monotone («, )-nonexpansive mapping in ordered Banach
spaces by do not use the condition lrllrggof |z, — Tzy|| = 0. And we prove some

weak and strong convergence theorems of Normal S-iteration for a monotone (c, 3)-
nonexpansive mapping under the condition

limsup s, (1 —s,) >0, liminfs,(1—s,)>0.
n—> oo n—oo

Finally, we give a numerical example to illustrate the main result in this paper.
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2. PRELIMINARIES

Let P be a closed and convex cone of a real Banach space E. A partial order “<”
with respect to P in F is defined as follows:

r<y(x<y)ifandonlyif y—xz€P (yfxel—g’),
for all z,y € E, where P is the interior of P.

In this paper, let E be a Banach space with the norm || - || and the partial order
<. Let F(T) = {x € E : Tx = z} denote the set of all fixed points of a mapping 7.
Also, we assume that the order intervals are convex and closed. Recall that an order
interval is any of the subsets

[z,=) ={p e E;z <p} or (&2l ={pe E;p<u}
for any a € C. An order interval [z,y] for all z,y € E is given by
[z yl =z, =) Nyl ={z € E:ax <2<y} (2.1)
Then the convexity of the order interval [z,y] implies that
r<trx+(1-ty <y, (2.2)
for all x,y € F with z <y.
A Banach space FE is said to be:
(1) strictly conver if |“EY|| < 1 for all z,y € E with ||z|| = |ly|| =1 and = # y;
(2) uniformly convez if, for all € € (0, 2], there exists 6 > 0 such that Hx%"” <
1 -4 for all z,y € F with ||z|| = |Jy]| =1 and ||z — y|| > &.

The following inequality was shown by Xu [6] in a uniformly convex Banach space

FE, which is known as Xu’s inequality.

Lemma 2.1. [6] For any real numbers ¢ > 1 and r > 0, a Banach space E is
uniformly convex if and only if there exists a continuous strictly increasing conver
function g : [0, 4+00) — [0, +00) with g(0) = 0 such that

[tz + (1= O)yl|* < =] + (1 = Dyl = w(a gz —ylD), (2.3)

for all z,y € B, (0) = {z € E;||z|| <r} and t € [0,1], where w(q,t) = t1(1 —1t) +
t(1—t)9.
In particular, take g = 2 and t = %,

x+yH2 1, 9. 1, o 1

<= Syl = =g(llz = yl). 2.4
|52 = 50l + 512 = 290z = ol (2.4)
Lemma 2.2. [7] Let K be a nonempty closed convex subset of a reflexive Banach

space E. Assume that p : K — R is a proper convex lower semi-continuous and
coercive function. Then the function p attains its minimum on K, that is, there
ezists x € K such that

px) = Jnf p(y).

Lemma 2.3. [8] A Banach space E is said to satisfy Opial’s condition if, whenever
any sequence {x,} in E converges weakly to a point x,

limsup ||z, — z|| < limsup ||z, — ||

n—> 00 n—:o0

for any y € E such that y # x.

Definition 2.4. [4] Let K be a nonempty closed subset of an ordered Banach space
(E,<). A mapping T : K — K is said to be :
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(1) monotone («, B )-nonexpansive if T is monotone and, for some a, § < 1,
Tz = Ty||* < o||Tz — y|?> + BTy — = + (1 = (a + )= — yl%,
for all z,y € K with <y, which is equivalent to
a+p
1Tz =Tyl < |lz - y[I* + mllTﬂf —z?

2
+m||T$—ﬂf|| llz = yll + |7z — Tyl]. (2.5)
(2) monotone quasi-nonezpansive if T is monotone, F(T) # () and [Tz — p|| <
| = pll
forallpe F(T) and x € K with x < por p < z.

Remark 2.5. If 8 = a, then («a, §)-nonexpansive is a-nonexpansive mapping.

3. MAIN RESULTS

3.1. The existence of fixed points. We denote
F(T)={peF({T):p<m}, Fx(T)={pecF(T):x1 <p}

Note that, since the partial order < is defined by the closed convex cone P, it is
obvious that both F<(T') and F~(T) are closed convex.

Now, we introduce the following lemma to find fixed points of a monotone
(a, B)-nonexpansive mapping in Banach space E:

Lemma 3.1. Let K be a nonempty closed and convexr subset of a Banach space
(E,<). Let T : K — K be a monotone mapping and assume that the sequence {x}
defined by Normal S-iteration (1.2) and 1 < Tz (or Tzy < x1). Then we have

(1) Tn S Yn S Tn+1 (07” Tn 2 Yn Z xn—&-l);
(2) z, <z (orx < x,) for alln <1 if {x,} weakly converges to a point x € K.

Proof. (1) Let k1, ke € K such that k; < ky. Then we have
]fl § (]. — Oé)k’l +C¥]€Q § kg

for all a € [0,1] since order intervals are convex. By the assumption, we have
x1 < Tzx; and so the inequality is true for n = 1. Assume that z < Tz for k > 2.
We will show that 1 < Txiy1 by convexity and monotonicity, we have

xp < (1= sp)ap + spTay = yp < Tay,

ie, x < yp < Tap < Tyr = xp=1. since yx < xpy1 by T is monotone then
Ty, = vip+1 < Txk41. By induction, we can conclude that x,, < Tz, is true for all
n>1.

Now we have z, < Tz, for all n > 1 by convexity

since T' is monotonicity x, <y, then Tz, < Ty,, that is z,, <y, <Tx, <Ty, =
Zn+1. Hence, we conclude that z, <y, < 5,41
On the other hand, if we assume Txy < x1, then we can show that x, > y, > xp 41

(2) From Dehaish and Khamsi [, Lemma 3.1]), we have the conclusion. This
completes the proof. O

Next, we show some existence theorems of fixed points of monotone (a,f)-
nonexpansive mappings in a uniformly convex ordered Banach space (F, <).
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Theorem 3.1. Let K be a nonempty and closed convex subset of a uniformly convex
ordered Banach space (E,<) and a mapping T : K — K be a monotone («,3)-
nonezpansive mapping. Assume x1 < Tx1 and the sequence {x,} defined by Normal
S-iteration (1.2) is bounded with x, < w for some w € K. Then F>(T) # (.

Proof. From Lemma 3.1, we have 21 < --- <z, < x,11. Let C,, = {2 € K : x,, < 2}
for all n > 1. Then C), is closed convex and w € C,. So C, is nonempty. Let

o0
C* = () C,. Then C* is a nonempty and closed convex subset of K. Since {x,} is
n=1
bounded, we can define a function p : C* — [0,400) by
p(2) = lim sup |z — 2|1%,
n——oo
for all z € C*. it follows from Lemma 2.2 that, there exists z* € C* such that
*) = inf . 3.1
p(z") = inf p(z) (3.1)
By the definition of C*, we have
1<z <a3 < <y <apgg <o < 2N
Since T is monotone, it follows from Lemma 3.1 that

T < T$n+1 < TZ*7

for each k£ > 1, which means that T'2* € C** and hence # € C*. Thus, by (3.1),
we have

. 2+ Tz* " "
P <p(Z5), p(7) < p(T2), (3:2)

On the other hand, it follows from Definition 2.4 that
[T = TP < llon = 22 + T4 1720 = 2

2 * *

+ gl T — [ladllen = 2*[| + 18I T2y — T2"|l].
Since the sequence {z,} is bounded and llim inf ||z, — Tx,|| = 0, we have
—00

ITan = T2 < llon — 27|12,

and then

limsup || Tz, — T2z*||* < limsup ||z, — z*|?. (3.3)
k— o0 k— o0

Thus, using (3.3), we have
p(Tz*) = limsup ||z, — Tz*|?

k—00
= limsup ||Tz,, — Tz*|?
k—>00
< limsup|||z,, — 2*||?
k—>00

— p(="). (3.4)

Now, we show that z* = T2*. From Lemma 2.1 with ¢ =2 and ¢ = § and (3.4)
that is,

zZr+Tz* . 25+ Tz" 2
p(i) = limsup ||z, — ————
2 k— o0 2
ok — T* 2
= lim sup H In 2 + In i
k—> o0 2 2



78 J. NONLINEAR ANAL. OPTIM. VOL. 11(1) (2020)
: 1 * (|2 1 * (|2 1 * *
<timsup (3l — 2+ 3 2w — 72| — Zg(l=* — T2°1)
< Loty + Lo@a) - Loqre - T
< 5plz 5Tz 79Uz z

= p(=") - go(ll=* ~ T=*]).

By Lemma 2.1, we have

1 N N N Zf+Tz*
90" =T=") < p(=") = p(—5—) < 0.
Thus we have g(||z* —Tz*||) = 0 and so z* = T'z* by the property of g. O

Theorem 3.2. Let K be a nonempty and closed convex subset of a uniformly convex
ordered Banach space (E,<) and a mapping T : K — K be a monotone («, 3)-
nonexpansive mapping. Assume Txy < x1 and the sequence {x,} defined by Normal
S-iteration (1.2) is bounded with w < x,, for some w € K Then F<(T) # 0.

Proof. the proof same Theorem 3.1, by let 11 <, < - < 27. O

3.2. The convergence of Normal S-iteration. In this section, we prove some
convergence theorems of Normal S-iteration for a monotone («, )-nonexpansive
mapping in an ordered Banach space F.

Theorem 3.3. Let K be a nonempty and closed convex subset of a uniformly
convez ordered Banach space (E,<) and a mapping T : K — K be a monotone
(a, B)-nonexpansive mapping. Assume the sequence {x,} is defined by Normal S-
iteration(1.2) with x1 < Ty (or Txq < x1) and F>(T) # 0 (or F<(T) # 0). Then
we have

(1) the sequence {x,} is bounded;

(2) [|zns1 —pll < |lzn —pl| and limy,—, o0 ||, — p|| exists for allp € F>(T) # 0

(or F<(T) # 0);
(3) liminf, o ||zn — Txyn|| = 0 provided limsup,, . sn(1 —s,) > 0;
(4) lim, o0 ||xn — Tp|| = 0 provided liminf, o s,(1 —s,) > 0.

Proof. Without loss of generality, we assume that 27 < p € F>(T) # (. Now,
we claim x, < p for all n > 1. In fact, a mapping T is monotone, we have
21 <Txy <Tp=pand 21 <y, < Tz < p then we have y; < p. Again from T
is monotone, then Ty, < Tp = p from x1; < Ty;. By convex we can get x5 < p,
and so z1 < o < p. Suppose that zp < p for some k > 2. Then Tz < Tp = p by
monotonicity, from the condition (1) of Lemma 3.1 we have z < yp < Txp < Tyi
and xp < yp < Tz < p. Since yx < p then Ty, < Tp = p. And x < Ty by
convexity

xrp < (1= sp)ap + sk Ty = 21 < Typ.
That is, we get zr4+1 < p. Hence we conclude z,, < p for all n < 1.
It follows from Lemma 3.1 that [|Tz, — p| < ||z, — p|| for all n > 1 and so

lyn = pll = (1 = sn)zn + snTxn — pl|
< (I =sp)llzn = pll + sullT(zn) — pl|
< (L =sp)llzn —pll + snllzn —pll
= ||, — pl.
Consequently, we have

[#n41 =l = T (yn) =2l
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S ”yn _pH
< lzn =l
< [lz1 —pll.

Then the sequence {||x,, — p||} is non-increasing and bounded and hence the conclu-
sions (1) and (2) hold.

Now, we show that the conclusion (3) and (4) hold. From Lemma 2.1 with ¢ = 2,
t = s, and Lemma 3.1 it follows that,

[Znt1 = pI* = | Tyn — pl?
= llyn — pl?
< (1= 80)(@n = p) + sn(T2n —p)|?
< (1= su)l|ln = plI* + snllen — plI* = sn(1 = su)g(|lzn — Tal))
= [lzn = plI* = su(1 = sn)g(2n — T )
which implies that

sn(L = sn)g(|lzn — Tzll) < o — plI* = lznss — plI*.
Then it follows from the conclusion (2) that

lim sup s, (1 — s,)g(||x, — Txy,]|) = 0.

n—oQ

From the conclusion (3), since limsup,,__,. s,(1 —s5,) > 0,

(limsup Sn(1— sn)> (hminfg(”xn - Tan)) < limsup s, (1 = 8p)g(||xn — Tzy|),
n—>00 n—s 00

n—>oo
we have
liminf g(||x,, — T'z,]|) = 0.

n—oQ

Hence we have
liminf ||, — Tz,| =0,
n—oo

by the properties of g. From the conclusion (4), since liminf,, . $,(1 — s,) > 0,

<liminf sn(1 — sn)) <limsupg(mn - Txn|)> < limsup sn (1 — $0)9(|zn — Tan ),

n—>00 n—>o00 n—-» 00
we have

lim g(||x, — Txy,||) = limsup g(||zn, — Tz,]|) = 0.
n—oo

n—aoo
Hence we have
|x — Tan| =0,

lim |
n—o0

by the properties of g. O

Theorem 3.4. Let K be a nonempty and closed convexr subset of a uniformly
convex ordered Banach space (E,<) and a mapping T : K — K be a monotone
(a, B)-nonexpansive mapping. Assume that E satisfies Opial’s condition and the
sequence {x,} is defined by Normal S-iteration(1.2) with x1 < Txy (or Tzy < x1).
If F>(T) # 0 (or F<(T) # 0) and liminf,_, s,(1 —s,) > 0, then the sequence
{zn} converges weakly to a fized point z of T.
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Proof. Tt follows from Theorem 3.3 that {x,,} is bounded and lim,, o |[|2n —T 2| =
0. Then there exists a subsequence {z,, } of {z,} such that {x,, } converges weakly
to a point z € K. From Lemma 3.1, it follows that z1 < x,, <z (or z <z, < z,)
for all £ > 1.

From Definition 2.4 that

a+p
Tz = Ty|* < [lz - y[I* + 7||T1‘ —z|?

1—
2
15T =l [ladllz =yl + Bl Tz — Tyll].
Since the sequence {z,} is bounded and limy_, o ||n, — Ty, || = 0, we have
limsup || Tx,, — Tz||* < limsup ||z,, — 2|
k— o0 k— o0
and hence
limsup ||T2,, — Tz|| < limsup ||z,, — z]|. (3.5)
k— o0 k— o0

Now, we prove that z = T'z. In fact, suppose that z # Tz. Then, by (3.5) and
Opial’s condition, we have

limsup ||z, — z|| < limsup ||z, — Tz||

k—> 00 k—> 00
< limsup(|0n, — Tn || + | T2, — T2])
k—> o0
< limsup ||z,, — 2|,
k—> o0

which is a contraction. This implies that z € F>(T) (or z € F<(T')). Using the
conclusion (2) of Theorem 3.3, lim,,_, ||z, — 2| exists.

Now, we show that the sequence {z,} converge weakly to the point z. Suppose
that this does not hold. Then there exists a subsequence {x,,} to converge weakly
to a point z € K and z # z. Similarly, we must have z = Tz and lim,,_, ||zn — z||
exists. It follows from Opial’s condition that

lim ||z, —z2[ < lim |z, — 2| =limsup ||z,, —z| < lm |z, — 2|,
which is a contradiction and hence we get x = z. O

Theorem 3.5. Let K be a nonempty compact and closed convex subset of a uniformly
convex ordered Banach space (E,<) and a mapping T : K — K be a monotone
(a0, B)-nonexpansive mapping. Assume the sequence {x,} is defined by Normal S-
iteration(1.2) with x1 < Txy. If limsup,,_ . Sn(l — s,) > 0, then the sequence
{zn} converges strongly to a fized point p € F>(T).

Proof. Since K is compact, there exists a subsequence {x,, } of {z,} such that {z,, }
converges strongly to a point p € K. From Lemma 3.1, it follows that z; < x,, <p
for all £ > 1. By Theorem 3.1, we have F>(T') # 0 and it follows from Theorem 3.3
that {x,} is bounded and

liminf ||, — Tz,| = 0.
n—-aoQ
Assume that
liminf ||z, — Tz, || = 0.
k— o0 ) )

From Definition 2.4 that

a+0
[Tz —Tp|* < |la —p|* + mHTf —z?
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2

+ mllTﬂﬂ —z|[lallz = pll + 8] Tz — Tp]|].
Since the sequence {x,, } is bounded and
lim ||z, —p|| =0, lim |z, —Tx,,]| =0,
k— o0 k—> 00

we have

limsup || T2, — Tp|* <0

k— o0
and hence

lim ||Tz,, —Tp| =0. (3.6)
k— 00

Therefore, we have

limsup ||z, — Tp| < limsup(||zn, — TTn, || + |T2n, —Tp||) =0

k—s o0 k—>o00
and so limy_, ||y, —T'p|| = 0, which implies that p € F>(T). Using the conclusion
(2) of Theorem 3.3, limy o0 ||Zn, — p|| exists and so limg_, o ||z, —p|| =0. O

Theorem 3.6. Let K be a nonempty compact and closed convex subset of a uniformly
convex ordered Banach space (E,<) and a mapping T : K — K be a monotone
(o, B)-nonexpansive mapping. Assume the sequence {x,} is defined by Normal S-
iteration(1.2) with x1 < Txy. Ifliminf, o s,(1—s,) > 0, then the sequence {,}
converges strongly to a fized point p € F>(T).

Proof. Since K is compact, there exists a subsequence {x,, } of {z,} such that {x,, }
converges strongly to a point p € K. From Lemma 3.1, it follows that z; < x,, <p
for all k > 1. By Theorem 3.1, we have F>(T') # 0 and it follows from Theorem 3.3
that {z,} is bounded and

liminf ||, — Tz,| = 0.
n—oo
Without loss of generality, we can assume that
liminf ||z, — T2y, | = 0.
k— o0
From Definition 2.4 that

a+p
Tz —Tp|* < ||lz —plI* + mHTiU — x|

2
+ m”TﬂU —z||[lalllz = pll + |BI| Tz — Tpl].

Since the sequence {x,, } is bounded and

lim ||z,, —p| =0, lm ||2n, — T, | =0,
k— 00 k— 00

we have

liminf || Tz,, — Tp||* <0

k— o0
and hence

lim ||Tz,, —Tp| =0. (3.7
k—s o0

Therefore, we have

liminf ||z, — Tp|| < lUminf(||z,, — Tz, || + |T2n, — Tpl]) =0
k—> 00 k—> 00

and so limy_, ||y, —T'p|| = 0, which implies that p € F>(T). Using the conclusion
(2) of Theorem 3.3, limy_, o0 ||z, — p|| exists and so limy_, ||z, —p|| =0. O
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Similarly, the following theorem can be proved:

Theorem 3.7. Let K be a nonempty compact and closed convex subset of a uni-
formly convex ordered Banach space (E,<) and a mapping T : K — K be a
monotone («, B)-nonexpansive mapping. Assume the sequence {x,} is defined by
Normal S-iteration(1.2) with Txy < xy1. If either liminf, o s,(1 —s,) > 0 or
limsup,,_ o $n(1 — sn) > 0, then the sequence {x,} converges strongly to a fized
point p € F<(T).

From Theorem 3.5, we have the following;:

3.3. The numerical examples. Now, we give two numerical examples to illustrate
the following examples, by we add Normal-S iteration for compare with Mann’s
iteration and Ishiwaka’s iteration of [4] in the first example. And the last, we show
the example between Mann’s iteration and Normal-S iteration.

Example 3.2. Let T : [0,1] — [0, 1] be a mapping defined by

Cf025 if z#,
T“"_{o.5 if x=1.

for any = € [0, 1]. Then T is a (0.8,0.2)-nonexpansive mapping. Define the sequences
Sn = %+ -3 for each n > 1, then limsup,,_, o $,(1—5,) > 0. Then all the conditions

of Theorem 3.5 are satisfied. Also, 0.25 is a fixed point of T'.

TABLE 1. The convergent step of {z,,} for Example with s, = 1 + %

’ Number of iterations \ Sequence of Mann \ Sequence of Ishikawa \ Sequence of Normal-S ‘

1 0.5000000 0.5000000 0.5000000
2 0.1875000 0.3294046 0.2500000
4 0.2300347 0.2518192 0.2500000
6 0.2402544 0.2502132 0.2500000
8 0.2448648 0.2500322 0.2500000
10 0.2472181 0.2500053 0.2500000
12 0.2484731 0.2500009 0.2500000
14 0.2491557 0.2500001 0.2500000
16 0.2495311 0.2500000 0.2500000

Example 3.3. Let Ty : [-1.5,—1] — [-1.5,—1] or T : [1,1.5] — [1,1.5] be the
mappings defined by
Tz = arctan(bx).
The fixed points of mappings 77 and T, are —1.4320322 and 1.4320322 respectively.
It is easy to see that T is monotone. Next we will show that 7" is a (0.9,0.1)-
nonexpansive mapping. By using Matlab R2015b software, we get

m[in | {0.9]|arctan(5z) — y||* + 0.1||arctan(5y) — z||* + (1 — 0.9 — 0.1)||z — y||?
z,ye[l,1.5

— ||arctan(5x) — arctan(5y)|\2} —437-10796 > .
then implies that
||arctan(5x)—arctan(5y)||2 < 0~9||a7"cmn(593)—y||2+0.1||a7"ctom(5y)—x||2-1—(1—0,9_0,1)Hm_y”?

for all z,y € [1,1.5]. And it is true for all z,y € [—1.5,—1] too. Therefore T is a
monotone (0.9, 0.1)-nonexpansive mapping.
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15 ——— R

Fixed points of T

f—’,:@ ints of -
points{of T

FI1GURE 1. The fixed points of T" are —1.4320322 and 1.4320322

Value of function
IS
|

vaiue of runction

T T
A5 4 43 42 g4 11 1.1

12 13 12 14
yin[-1.5,-1] X in[-1.5-1] xin[1,1.5]

FIGURE 2. The value of mappings 77 and Tb

Next we show the numerical solution of 7', the numerical solution of this example
is presented in Table 2.

Note that, if we set © = 1.5, y = 1 and a = 8 = 0.9 then, the mapping T is not
a-nonexpansive mapping.

From observing the numerical behavior, if we choose xg nearly is the solution
then the sequence convergence is fast. Next we will show the convergent behavior
of {s,} for iterative comparison between Mann’s iteration, Ishikawa’s iteration and
normal-S iteration. by fixing xg = 1.2 and using three groups of sequences s,, for
n>1are:

(i) sn =

+ ek €{0.01,2,5};

1 .
+ m, ke {0.01,2,5},

log” (n
(iil) sp =7+ %, k € {0.01,2,5}:

All these sequences satisfy all condition of convergence theorems, Next figures
describe the convergent behavior of three situations for value k.

N N N e
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TABLE 2. The convergent step of {x,} for Example 3.3 with s, =

1 1
it

Number of Iterations

Sequence value of Mann

Sequence value of Normal S

o = 1.2 ‘ o = —1.3 o = 1.2 ‘ o = —-1.3
1 1.2000000  -1.3000000  1.2000000 -1.3000000
2 1.4570595  -1.4476837  1.4343860 -1.4335135
3 1.4457227  -1.4405986  1.4321554 -1.4321098
4 1.4412475  -1.4377994  1.4320401 -1.4320372
5 1.4386414 -1.4361689  1.4320327 -1.4320325
6 1.4369073  -1.4350837  1.4320322 -1.4320322
7 1.4356822 -1.4343169 1.4320322 -1.4320322
8 1.4347894  -1.4337581  1.4320322 -1.4320322
9 1.4341269 -1.4333435  1.4320322 -1.4320322
10 1.4336299 -1.4330323 1.4320322 -1.4320322
. x16°
-  _Mamn 2.48
1 Ishikawa 2.45 N\
**¢--Normail-S (i) -
K rmalen S
0.4 2.38 | S——
0.2 2.36
0 Py 2.34. . . " . N
1 2 3 4 5 6 2 2.2 2.4 2.6 2.8 3 2.99972.99982.9999 3 3.00013.0002
Number of iterations Number of iterations Number of iterations
F1GURE 3. The behavior of sequence by fixing k = 0.01
1.
1 __,:::‘i’kawa
~¢-Normail-§ (i)
—~—Normail-§ (ii)
0.8 —+—Normail-§ (iii)
0.4
o1 2 3" 4 5 6 2 2.2 2.4 2.6 2.8 .I.I3 2.942.962.98 3 3.023.043.06

Number of iterations

Number of iterations

FIGURE 4. The behavior of sequence by fixing k = 2

Number of iterations

The last figure describes the convergent behaviour for comparison k£ in three

groups
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1. ) x16°
- - Mann \:
Ishikawa
~¢-Normail-§ (i)
——Normail-§ (ii)
0.8 —+Normail-§ (iii)

1 2 3 1 5 6 2 2.2 2.4 2.6 2.8 3 3.963.973.983.99 4 4.014.024.03
Number of iterations Number of iterations Number of iterations

FI1GURE 5. The behavior of sequence by fixing k = 5

x16° x16°

1
1
-
o
x5l

2.2 [4g=0.01

——K=2 ——K=0.01
—+—K=5 ——K=2
2.15 15 k=5
2.99942.99962.9998 3 3.00023.0004 2.996 2.998 3 3.002 3.004 2.9852.992.9953 3.0053.013.015
Number of iterations Number of iterations Number of iterations

FIGURE 6. The convergent behaviour of each k for cases of group(i),
group(ii) and group(iii)

4. CONCLUSION

We get the results about the convergence theorems of monotone (o, 8)-nonexpansive
mapping for the sequence {x,,} is defined by normal-S iteration. In part of numerical,
we give the examples for show the convergent behavior of sequence {s,} of normal-S
iteration (in Figure 3 4 5 6)
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