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ABSTRACT. In this paper, we improve the outer approximation method proposed by Tuy [10]
for solving a dc programming problem. The improved algorithm has the global convergence
by generating a sequence of polytopes approximating a compact convex set from outside.
Moreover, by incorporating a procedure for calculating the vertex sets utilizing the relations
of connections among vertices by edges, the improved algorithm can calculate an approxi-
mate solution effectively.

KEYWORDS : Global optimization; Dc programming problem; Outer approximation method.

1. INTRODUCTION

Dc programming is one of the important subjects in global optimization and
has been studied by Avriel and Williams [1], Hillestad and Jacobsen [2], Meyer [3],
Rosen [5], Tuy [7] and Ueing [11]. It is known that many global optimization prob-
lems can be transformed into dc programming problems. In particular, Avriel and
Williams [1] and Zaleesky [12] have shown that dc programming problems often
occur in certain engineering design and economic management applications. More-
over, iterative solution methods for solving dc programming problems have been
proposed by Thoai[6], Tuy [9, 10] and many other researchers. Many algorithm of
them all are based on outer approximation methods. Outer approximation is one
of the powerful procedures in global optimization and can solve various global op-
timization problems. The algorithms have the global convergence by generating a
sequence of convex polyhedral sets. Therefore, it is shown that every accumulation

1 Supported by the Commission on Higher Education and the Thailand Research Fund (Project No. MRG5380247).
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point of the sequence of the provisional solutions generated by the algorithm is a
globally optimal solution.

In this paper, we consider a problem (DC) to minimize a dc (difference of two
convex) function over a compact convex set. To calculate an approximate solu-
tion of (DC) effectively, we improve the outer approximation method proposed by
Tuy [10]. The proposed algorithm has the global convergence by generating a se-
quence of polytopes approximating the intersection of a closed half space and the
epigraph of one convex function constructing the objective function of (DC) from
outside. Moreover, we propose a procedure for calculating all verteices of polytopes
by utilizing the relation of connections among vertices by edges. By incorporat-
ing the proposed procedure for calculating the vertex sets into the improved outer
approximation method, the efficiency of the algorithm is upgraded.

The organization of this paper is as follows: In Section 2, we consider a dc
programming problem. In Section 3, we explain the outer approximation algo-
rithm proposed by Tuy [10]. In Section 4, we improve Tuy’s outer approximation
algorithm. In Section 5, we propose a procedure for calculating the vertex sets
utilizing the relation of connections among vertices by edges. In Section 6, to verify
the effectively of the algorithm integrated the outer approximation method and the
procedure for calculating the vertex sets proposed in Sections 4 and 5, we show
computational experiments.

Throughout this paper, we use the following notation: R denotes the set of all
real numbers. For a subset X ⊂ Rn, int X, bd X and co X denote the interior,
the boundary and the convex hull of X, respectively. For a finite set X ⊂ Rn, |X|
denotes the number of elements of X. Given a convex polyhedral set (or polytope)
X ⊂ Rn, V (X) denotes the set of all vertices of X. For vectors a, b ∈ Rn, we use
two kinds of symbols for open and closed line segments: ]a, b[ := {x ∈ Rn : x =
a+δ(b−a), 0 < δ < 1} and [a, b] := {x ∈ Rn : x = a+δ(b−a), 0 ≤ δ ≤ 1}. Given
a vector a ∈ Rn, a> denotes the transposed vector of a. Given a convex function
f : Rn −→ R, ∂f(x) denotes the subdifferential of f at x, that is, ∂f(x) := {u ∈
Rn : f(y) ≥ 〈u,y − x〉+ f(x), y ∈ Rn}.

2. DC PROGRAMMING PROBLEM

Let us consider the following dc programming problem:

(DC)
{

minimize f(x)− g(x)
subject to hj(x) ≤ 0, j = 1, . . . ,m,

where f, g, hj : Rn −→ R (j = 1, . . . ,m) are continuously differentiable convex
functions. Since the objective function of (DC) is defined as the difference of two
convex functions, the objective function is called dc function. Let X := {x ∈ Rn :
hj(x) ≤ 0, j = 1, . . . ,m}. Then, from the convexity of hj , X is a convex set.

For (DC), we assume the following conditions.
(A1): int X = {x ∈ Rn : hj(x) < 0, j = 1, . . . ,m} 6= ∅.
(A2): X is compact.
(A3): A real number r is given and satisfies r ≥ max{‖x− y‖ : x,y ∈ X}.

From Assumption (A2) and the continuity of the objective function, (DC) has a glob-
ally optimal solution. Now, we notice that (DC) is a convex (concave) programming
problem if g (f ) is linear. Then, the useful solution methods have been already
proposed. Therefore, we add the following assumption for (DC).

(A4): f and g are not linear.
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3. TUY’S OUTER APPROXIMATION ALGORITHM

In order to calculate an approximate solution of (DC), the following outer ap-
proximation algorithm has been proposed by Tuy [10].

Algorithm OA

Step 0:
Step 0-1: Find a feasible solution y1 ∈ X and set ω1 := f(y1) − g(y1).

Go to Step 0-2.
Step 0-2: Construct a polytope S ⊂ Rn satisfying S ⊃ X. Calculate the

vertex set V (S). Choose x′ ∈ V (S) satisfying f(x′) = max{f(x) :
x ∈ V (S)}. Set t̃ := f(x′) and D(y1) := {(x, t) ∈ Rn × R : x ∈
X, f(x)− t ≤ ω1, t ≤ t̃}. Go to Step 0-3.

Step 0-3: Construct a polytope P1 ⊂ Rn+1 satisfying P1 ⊃ D(y1) and
P1 ⊂ {(x, t) ∈ Rn × R : t ≤ t̃}. Calculate the vertex set V (P1). Go to
Step 0-4.

Step 0-4: Find (ȳ, t̄) ∈ int D(y1). Set a tolerance τ ≥ 0 and k = 1. Go
to Step 1.

Step 1: Choose (xk, tk) ∈ arg min{−g(x) + t : (x, t) ∈ V (Pk)}. Go to Step 2.
Step 2: If −g(xk) + tk ≥ −τ , then stop: yk is an approximate solution of

(DC). Otherwise, go to Step 3.
Step 3: Set yk+1, ωk+1, Pk+1 as follows:

yk+1 :=
{

xk if f(xk)− g(xk) < 0 and xk ∈ X,
yk otherwise,

ωk+1 :=
{

f(xk)− g(xk) if f(xk)− g(xk) < 0 and xk ∈ X,
ωk otherwise,

Pk+1 := Pk ∩ {(x, t) ∈ Rn ×R : `k(x, t) ≤ 0},
where

`k(x, t) := 〈dk, (x>, t)> − (zk, θk)>〉,
dk ∈ ∂φ(zk, θk),

(zk, θk) ∈ [(xk, tk), (ȳ, t̄)] ∩ bd D(yk).
Calculate the vertex set V (Pk+1). Set k ← k + 1 and return to Step 1.

The sequences {D(yk)} and {Pk} satisfy the following conditions.

D(y1) ⊃ D(y2) ⊃ · · · ⊃ D(yk) ⊃ D(yk+1) ⊃ · · · ,

P1 ⊃ P2 ⊃ · · · ⊃ Pk ⊃ Pk+1 ⊃ · · · ,
Pk ⊃ D(yk) for each k = 1, 2, . . . .

Moreover, we have the following inequality.

ω1 ≥ ω2 ≥ · · · ≥ ωk ≥ ωk+1 ≥ · · · ≥ min(DC),

where min(DC) denotes the optimal value of (DC). By approximating {D(yk} by
{Pk} from outside, Algorithm OA generates the provisional solution sequence {yk}.
Moreover, it is shown that every accumulation point {yk} is a globally optimal
solution of (DC). Hence, by setting τ > 0, Algorithm OA calculates an approximate
solution of (DC). However, {Pk} often do not converge effectively, because the shape
of D(yk) approximated by Pk is changed as the number of iterations increases.
Therefore, we improve Algorithm OA by fixing the target approximated by {Pk}
in Section 4. By such the improvement, the convergence of {Pk} becomes more
efficient.
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4. IMPROVEMENT OF TUY’S OUTER APPROXIMATION ALGORITHM

In order to enhance the computational efficiency of the algorithm, we improve
Tuy’s outer approximation algorithm as follows:

Algorithm IOA

Step 0:
Step 0-1: Find a feasible solution y1 ∈ X and set ω1 := f(y1) − g(y1).

Go to Step 0-2.
Step 0-2: Construct a polytope S ⊂ Rn satisfying S ⊃ X. Calculate the

vertex set V (S). Choose x′ ∈ V (S) satisfying f(x′) = max{f(x) : x ∈
V (S)}. Set t̃ := f(x′) and D := {(x, t) ∈ Rn × R : x ∈ X, f(x) ≤ t ≤
t̃}. Go to Step 0-3.

Step 0-3: Construct a polytope P1 ⊂ Rn+1 satisfying P1 ⊃ D and P1 ⊂
{(x, t) ∈ Rn × R : t ≤ t̃}. Calculate the vertex set V (P1). Go to
Step 0-4.

Step 0-4: Find (ȳ, t̄) ∈ int D. Set a tolerance τ ≥ 0 and k = 1. Go to
Step 1.

Step 1: Choose (xk, tk) ∈ arg min{−gk(x) + t : (x, t) ∈ V (Pk)}, where
gk(x) := g(x) + ωk. Go to Step 2.

Step 2: If −gk(xk) + tk ≥ −τ , then stop: yk is an approximate solution of
(DC). If φ(xk, tk) ≤ τ , then stop: xk is an approximate solution of (DC),
where

φ(x, t) := max{h1(x), . . . , hm(x), f(x)− t}.
Otherwise, go to Step 3.

Step 3: Set yk+1, ωk+1, Pk+1 as follows:

yk+1 :=
{

xk if f(xk)− gk(xk) < 0 and xk ∈ X,
yk otherwise,

ωk+1 :=
{

f(xk)− g(xk) if f(xk)− gk(xk) < 0 and xk ∈ X,
ωk otherwise,

Pk+1 := Pk ∩ {(x, t) ∈ Rn ×R : `k(x, t) ≤ 0},
where

`k(x, t) := 〈dk, (x>, t)> − (zk, θk)>〉,
dk ∈ ∂φ(zk, θk),

(zk, θk) ∈ [(xk, tk), (ȳ, t̄)] ∩ bd D.

Calculate the vertex set V (Pk+1). Set k ← k + 1 and return to Step 1.
From Assumption (A4), int D 6= ∅ and hence (ȳ, t̄) ∈ int D can be found. For each
k, since D = {(x, t) ∈ Rn × R : φ(x, t) ≤ 0, t ≤ t̃} and φ(x, t) is convex on Rn+1,
we have D ⊂ {(x, t) ∈ Rn × R : `k(x, t) ≤ 0}. Hence,

P1 ⊃ P2 ⊃ · · · ⊃ Pk ⊃ · · · ⊃ D.

By the definition of yk at Steps 0-1 and 3, {yk} ⊂ X. At iteration k, if f(xk) −
gk(xk) < 0,

f(xk)− gk(xk) = f(xk)− g(xk)− ωk = f(xk)− g(xk)− (f(yk)− g(yk)) < 0,

that is, f(xk)−g(xk) < f(yk)−g(yk). Therefore, for each k, we have the following
inequalities.

f(yk)− g(yk) ≥ f(yk+1)− g(yk+1) ≥ min(DC),

ωk ≥ ωk+1 ≥ min(DC).
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Moreover, the following theorems hold.

Theorem 4.1. Assume that −gk(xk) + tk ≥ 0 at iteration k of Algorithm IOA. Then,
yk is a globally optimal solution of (DC).

Proof. At iteration k of Algorithm IOA, it follows from the definition of yk that
yk ∈ X. Hence, in order to complete the proof, we shall show that f(yk)− g(yk) ≤
f(x)− g(x) for each x ∈ X. Let x′ ∈ X. Then, (x′, f(x′)) ∈ D. Since D ⊂ Pk and
gk is convex, from the definition of (xk, tk), we have

−gk(x′) + f(x′) ≥ min{−gk(x) + t : (x, t) ∈ D}
≥ min{−gk(x) + t : (x, t) ∈ Pk}
= min{−gk(x) + t : (x, t) ∈ V (Pk)}
= −gk(xk) + tk ≥ 0

Hence,

f(x′)− gk(x′) = f(x′)− g(x′)− ωk = f(x′)− g(x′)− (f(yk)− g(yk)) ≥ 0.

Therefore,
f(x′)− g(x′) ≥ f(yk)− g(yk).

Consequently, yk is a globally optimal solution of (DC). �

Theorem 4.2. Assume that φ(xk, tk) ≤ 0 at iteration k of Algorithm IOA. Then, xk

is a globally optimal solution of (DC).

Proof. Since φ(xk, tk) ≤ 0, (xk, tk) ∈ D. Hence,

−gk(xk) + tk ≥ min{−gk(x) + t : (x, t) ∈ D}
≥ min{−gk(x) + t : (x, t) ∈ Pk}
= min{−gk(x) + t : (x, t) ∈ V (Pk)}
= −gk(xk) + tk.

This implies that −gk(xk)+ tk ≥ min{−gk(x)+ t : (x, t) ∈ D}. Since (xk, f(xk)) ∈
D, −gk(xk)+ tk ≤ −gk(xk)+f(xk), that is, tk ≤ f(xk). Moreover, since (xk, tk) ∈
D, tk ≥ f(xk). Hence, tk = f(xk). Since −gk(x) + t ≥ −gk(x) + f(x) for each
(x, t) ∈ D, we have

−g(xk) + f(xk)− ωk = min{−g(x) + t− ωk : (x, t) ∈ D}
= min{−g(x) + f(x)− ωk : x ∈ X}.

Since ωk is constant, f(xk) − g(xk) = min{f(x) − g(x) : x ∈ X}. Consequently,
xk is a globally optimal solution of (DC). �

Corollary 4.3. Assume that φ(xk, tk) > 0 at iteration k of Algorithm IOA. Then, there
exists (zk, θk) ∈ [(xk, tk), (ȳ, t̄)] ∩ bd D. Moreover, (xk, tk) 6∈ Pk+1.

Proof. We note D = {(x, t) ∈ Rn × R : φ(x, t) ≤ 0, t ≤ t̃}. Since (ȳ, t̄) ∈ int D,
φ(ȳ, t̄) < 0. Hence, from the assumption of this corollary, there exists (zk, θk) ∈
[(xk, tk), (ȳ, t̄)] such that φ(zk, θk) = 0, that is, (zk, θk) ∈ bd D. Moreover, from
the convexity of φ,

`k(ȳ, t̄) = 〈dk, (ȳ>, t̄)> − (zk, θk)>〉 = φ(zk, θk) + 〈dk, (t̄>, t̄)> − (zk, θk)>〉
≤ φ(ȳ, t̄) < 0.

We note that there exists µ > 0 satisfying

((xk)>, tk)> − (zk, θk)> = −µ((ȳ>, t̄)> − (zk, θk)>).
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Therefore,

`k(xk, tk) = 〈dk, ((xk)>, tk)> − (zk, θk)>〉 = −µ〈dk, (ȳ>, t̄)> − (zk, θk)>〉 > 0.

Consequently, (xk, tk) 6∈ Pk+1. �

Theorem 4.4. Assume that τ = 0 and that {(xk, tk)} is an infinite sequence gener-
ated by Algorithm IOA. Then, every accumulation point of {(xk, tk)} is contained in
D.

Proof. Since {(xk, tk)} ⊂ P1 and P1 is bounded, {(xk, tk)} has an accumula-
tion point. Moreover, since {(zk, θk)} ⊂ bd D and bd D is bounded, {(zk, θk)}
has an accumulation point. Furthermore, since {dk} ⊂ ∪(x,t)∈bd D∂φ(x, t) and
∪(x,t)∈bd D∂φ(x, t) is bounded (see Theorem 24.7 in [4]), {dk} has an accumula-
tion point. Let (x̂, t̂), (ẑ, θ̂) and d̂ be accumulation points of {(xk, tk)}, {(zk, θk)}
and {dk}, respectively. Without loss of generality, we can assume that (xk, tk) −→
(x̂, t̂) and (zk, θk) −→ (ẑ, θ̂) as k −→ +∞. Then, from the upper semi-continuity
of ∂φ, d̂ ∈ ∂φ(ẑ, t̂) (see Theorem 24.4 in [4]).

In order to obtain a contradiction, we suppose that (x̂, t̂) 6∈ D. Since {(xk, tk)} ⊂
P1 ⊂ {(x, t) ∈ Rn × R : t ≤ t̃} and D = {(x, t) ∈ Rn × R : φ(x, t) ≤ 0, t ≤ t̃},
t̂ ≤ t̃ and hence φ(x̂, t̂) > 0. Then, there exists µ > 0 such that (x̂, t̂) − (ẑ, θ̂) =
−µ((ȳ, t̄)− (ẑ, θ̂)). Since 〈d̂, (ȳ>, t̄)> − (ẑ>, θ̂)>〉 ≤ φ(ȳ, t̄) < 0,

〈d̂, (x̂>, t̂)> − (ẑ>, θ̂)>〉 = −µ〈d̂, (ȳ>, t̄)> − (ẑ>, θ̂)>〉 > 0.

Moreover, we have

lim
k−→+∞

`k(xk, tk) = lim
k−→+∞

〈dk, ((xk)>, tk)> − ((zk)>, θk)>〉

= 〈d̂, (x̂>, t̂)> − (ẑ>, θ̂)>〉 > 0.

Hence, there exists k1, k2 > 0 such that `k2(x̂, t̂) > 0 and `k2(x
k, tk) > 0 for each

k ≥ k1. This implies that {(xk, tk)}k≥k1 ∩ Pk2+1 = ∅. However, from the defin-
itions of Pk and (xk, tk), {(xk, tk)}k>max{k1,k2} ⊂ Pk2+1. This is a contradiction.
Consequently, (x̂, t̂) ∈ D. �

Theorem 4.5. Assume that τ = 0 and that {(xk, tk)} is an infinite sequence gener-
ated by Algorithm IOA. Then, every accumulation point of {xk} is a globally optimal
solution of (DC).

Proof. In the same way of Theorem 4.4, we can assume that (xk, tk) −→ (x̂, t̂) as
k −→ +∞. Since {yk} ⊂ X and X is bounded, {yk} has an accumulation point.
Hence, without loss of generality, we can assume that yk −→ ŷ as k −→ +∞.
Moreover, since ωk = f(yk) − g(yk), from the continuity of f and g, we can set
ω̂ := lim

k−→+∞
ωk. Then, by the definitions of gk and D, we have

t̂− g(x̂)− ω̂ = lim
k−→+∞

tk − g(xk)− ωk

= lim
k−→+∞

min{t− g(x)− ωk : (x, t) ∈ V (Pk)}

= lim
k−→+∞

min{t− g(x)− ωk : (x, t) ∈ Pk}

≤ lim
k−→+∞

min{t− g(x)− ωk : (x, t) ∈ D}

= lim
k−→+∞

min{f(x)− g(x)− ωk : (x, t) ∈ D}

= min(DC)− ω̂.
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Hence, t̂ − g(x̂) ≤ min(DC). Moreover, from Theorem 4.4, (x̂, t̂) ∈ D. By the
definition of D, t̂ ≥ f(x̂). Therefore, t̂− g(x̂) ≥ f(x̂)− g(x̂) ≥ min(DC). Thus, we
have

t̂− g(x̂) = f(x̂)− g(x̂) = min(DC).
Consequently, x̂ is a globally optimal solution of (DC). �

Corollary 4.6. Assume that τ = 0 and that {yk} is an infinite sequence generated by
Algorithm IOA. Then, every accumulation point of {yk} is a globally optimal solution
of (DC).

Proof. In the same way of Theorem 4.5, we can assume that yk −→ ŷ as k −→ +∞.
Since {yk} ⊂ X and X is compact, ŷ ∈ X. Hence, f(ŷ) − g(ŷ) ≥ min(DC).
Moreover, by Theorem 4.5 and the definition of yk, we have

min(DC) == lim
k−→+∞

f(xk)− g(xk) ≥ lim
k−→+∞

f(yk+1)− g(yk+1) = f(ŷ)− g(ŷ).

Therefore, f(ŷ)− g(ŷ) = min(DC). Consequently, ŷ is a globally optimal solution
of (DC). �

From Theorems 4.1 and 4.2, it is shown that the stopping criteria of Algo-
rithm IOA are valid. In the case where infinite sequences {xk} and {yk} are
generated by Algorithm IOA, by Theorem 4.5 and Corollary 4.6, every accumula-
tion point of {xk} and {yk} is a globally optimal solution of (DC). Moreover, by
setting τ > 0, it follows from Theorem 4.4 that Algorithm IOA terminates within a
finite number of iterations.

5. PROCEDURE FOR CALCULATING THE VERTEX SET

At Step 3 of Algorithm IOA proposed in Section 4, the vertex set V (Pk) is cal-
culated. In the classical methods, to obtain the vertex set, many systems of linear
equations are solved. However, it is known that such procedures are inefficient. In
this section, we propose a procedure for calculating the vertex set V (Pk) utilizing
the relation of connections among vertices by edges. Hence, in order to construct
such a procedure, we introduce the following definitions on convex analysis.

Definition 5.1. ([8]) Let P be an n-dimensional polyhedral set and let H be a
supporting hyperplane of P . Then, the intersection F := H ∩ P is called a face of
P . If dimF = 1, F is called an edge of P . If dimF = n− 1, F is called a facet of P .

We remember that Pk is given at iteration k of Algorithm IOA. Let (v(i), t(i))
(i ∈ ∆k ⊂ {1, . . . , α(k)}) be vertices of Pk and let Fj (j ∈ Γk ⊂ {1, . . . , β(k)}) be
facets of Pk, where

• α(k) and β(k) denote the numbers of vertices and facets generated by
iteration k, respectively,
• ∆k is the index set of all vertices of Pk, that is, {(v(i), t(i)) : i ∈ ∆k} =

V (Pk)
• Γk is the index set of all facets of Pk, that is, Fj ∩ Pk 6= ∅ for each j ∈ Γk

and Fj′ ∩ Pk = ∅ for any j′ ∈ {1, . . . , β(k)}\Γk.
For each i ∈ ∆k, we set the index sets Vi and Fi as follows:

Vi := {j : co {(v(i), t(i)), (v(j), t(j))} is an edge of Pk, j ∈ ∆k\{i}},
Fi := {j : (v(i), t(i)) ∈ Fj , j ∈ Γk}.

The procedure proposed in this section consists of the following three parts.
Section 5.1: Search for all vertices of Pk to remove.
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Section 5.2: Calculation of all vertices of Pk+1 to generate.
Section 5.3: Check for the availability of Fi (i ∈ Γk).
Section 5.4: Update the index sets Vi.

5.1. SEARCH FOR ALL VERTICES TO REMOVE. Since Pk+1 = Pk ∩ {(x, t) ∈
Rn × R : `k(x, t) ≤ 0} and `k(v(ik), t(ik)) > 0, there exist vertices of Pk which are
not contained in Pk+1. Hence, to construct the vertex set V (Pk+1), it is necessary
to search for all (v, t) ∈ V (Pk) satisfying `k(v, t) > 0. For this reason, we propose
the following procedure.

Procedure A

Step 0: SetM :=M′ = {ik}. Go to Step 1.
Step 1: IfM′ = ∅, then stop. Otherwise, choose j ∈M′ and go to Step 2.
Step 2:

Step 2-0: Set T := Vj and go to Step 2-1.
Step 2-1: If T = ∅, then go to Step 3. Otherwise, choose q ∈ T and go

to Step 2-2.
Step 2-2: If `k(v(q), t(q)) > 0 and q 6∈ M, set M ← M ∪ {q} and
M′ ←M′ ∪ {q}. Go to Step 2-3.

Step 2-3: Set T ← T \{q} and return to Step 1.
Step 3: SetM′ ←M′\{j} and return to Step 1.

Procedure A attain the following.
• M listed the indices of all vertex of Pk which are not contained in Pk+1.

Hence, for each i ∈M,

(v(i), t(i)) ∈ V (Pk) and (v(i), t(i)) 6∈ V (Pk+1).

5.2. CALCULATION OF ALL VERTICES TO GENERATE. Let (v(i1), t(i1)), (v(i2), t(i2)) ∈
V (Pk) satisfy

i2 ∈ Vi1 , `k(v(i1), t(i1)) > 0 and `k(v(i2), t(i2)) < 0.

Then, co {(v(i1), t(i1)), (v(i2), t(i2))} is an edge of Pk and there exists a ver-
tex (v′, t′) of Pk+1 generated at iteration k of Algorithm IOA, that is, (v′, t′) ∈
V (Pk+1)\V (Pk). Moreover, the following assertions hold.

• (v′, t′) ∈ Fj for all j ∈ Fi1 ∩ Fi2 .
• (v′, t′) ∈ Fβ(k)+1.

Here, Fβ(k)+1 := Pk+1 ∩ {(x, t) ∈ Rn × R : `k(x, t) = 0} = Pk ∩ {(x, t) ∈ Rn × R :
`k(x, t) = 0}. We note that Fβ(k)+1 is a unique facet of Pk+1 at iteration k of
Algorithm IOA. Hence, we can set β(k + 1) := β(k) + 1.

In order to calculate all vertices generated at iteration k of Algorithm IOA, we
proposed the following procedure.

Procedure B

Step 0: Set W := ∅, α(k + 1) := α(k) andM′ :=M, whereM is generated
by Procedure A. Go to Step 1.

Step 1: IfM′ = ∅, then set ∆k+1 := (∆k ∪ {α(k) + 1, . . . , α(k + 1)})\M and
β(k+1) := β(k)+1, and stop. Otherwise, choose j ∈M′ and go to Step 2.

Step 2:
Step 2-0: Set T := Vj and go to Step 2-1.
Step 2-1: If T = ∅, then go to Step 3. Otherwise, choose q ∈ T and go

to Step 2-2.
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Step 2-2: If `k(v(q), t(q)) < 0, then go to Step 2-3. If `k(v(q), t(q)) = 0,
then go to Step 2-4. Otherwise, go to Step 2-5.

Step 2-3: Set (v(α(k + 1) + 1), t(α(k + 1) + 1), Fα(k+1)+1 and Vα(k+1)+1

as follows:

(v(α(k + 1) + 1), t(α(k + 1))) := (1− λ)(v(j), t(j)) + λ(v(q), t(q)),

Fα(k+1)+1 := (Fj ∩ Fq) ∪ {β(k) + 1},
Vα(k+1)+1 := {q},

Vq ← (Vq\{j}) ∪ {α(k + 1) + 1},
W ←W ∩ {α(k + 1) + 1},
α(k + 1)← α(k + 1) + 1,

where

λ :=
`k(v(q), t(q))

`k(v(j), t(j))− `k(v(q), t(q))
.

The renewal of Vα(k+1)+1 are incomplete at this step. The index set
Vα(k+1)+1 will be corrected by Procedure D proposed in Section 5.4.
Go to Step 2.

Step 2-4: Update Fq and Vq as follows:

Fq ← Fq ∪ {β(k) + 1},
Vq ← Vq\{j},
W ←W ∪ {q}.

Go to Step 2-5.
Step 2-5: Set T ← T \{q}, and return to Step 2-1.

Step 3: SetM′ ←M′\{j} and return to Step 1.
By Procedure B, we have
• ∆k+1, α(k+1) and β(k+1) are calculated. Hence, V (Pk+1) := {(v(i), t(i)) :

i ∈ ∆k+1}.
• {(v(i), t(i)) : i = α(k) + 1, . . . , α(k + 1)} = V (Pk+1)\V (Pk) is calculated.
• W listed the indices of all vertices of Pk+1 contained in {(x, t) ∈ Rn × R :

`k(x, t) = 0} is constructed. Hence, W = {α(k) + 1, . . . , α(k + 1)} ∪ {i ∈
∆k : `k(v(i), t(i)) = 0}. We note that for each i ∈ W, Vi needs to be
generated or updated.
• For each i ∈ ∆k\{i ∈ ∆k : `k(v(i), t(i)) = 0}, Vi is updated completely.
• For each i ∈ ∆k+1, Fi is updated.

5.3. CHECK FOR THE AVAILABILITY OF FACETS. In this section, we propose a
procedure for checking the availability of facets Fi (i ∈ Γk ∪ {β(k + 1)}) for Pk+1.
Then, it is clear that the following theorem holds.

Theorem 5.2. Let P ⊂ Rn be an n-dimensional convex polyhedral set and let
F (1), . . . , F (β) be facets of P . Then, for each i ∈ {1, . . . , β} and j ∈ {1, . . . , β}\{i},
Fi ∩ Pk 6⊂ Fj .

By Theorem 5.2, we propose a procedure for omitting i ∈ Γk satisfying Fi ∩
V (Pk+1) ⊂ Fj for some j ∈ (Γk ∪ {β(k + 1)})\{i} from Γk ∪ {β(k + 1)} as follows.

Procedure C

Step 0: Set Γk+1 := Γk ∪ {β(k + 1)} and i := 1. Go to Step 1.
Step 1: If i = β(k + 1), then stop. If i 6∈ Γk+1, go to Step 4. Otherwise, go to

Step 2.
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Step 2: Set Ψi := {q ∈ ∆k+1 : i ∈ Fq}. Go to Step 3.
Step 3:

Step 3-0: Set j := i + 1 and go to Step 3-1.
Step 3-1: If j = β(k + 1) + 1, then go to Step 4. If j 6∈ Γk+1, then go to

Step 3-4. Otherwise, go to Step 3-2.
Step 3-2: Set Ψj := {q ∈ ∆k+1 : j ∈ Fq}. Go to Step 3-3.
Step 3-3: If Ψi ⊂ Ψj , then set Γk+1 ← Γk+1\{i}, Fq ← Fq\{i} for each

q ∈ ∆k+1, and go to Step 4. Otherwise, go to Step 3-4.
Step 3-4: Set j ← j + 1 and return to Step 3-1.

Step 4: Set i← i + 1 and return to Step 1.
From Procedure C, for each i ∈ Γk+1,

dim (Pk+1 ∩ Fi) = n− 1.

5.4. UPDATE THE INDEX SETS. Procedure B generates V (Pk) by utilizing Vi (i ∈
M), whereM is constructed by Procedure A. Hence, in order to generate V (Pk+2)
at iteration k + 1 of Algorithm IOA in the same way, it is necessary to construct
Vα(k)+1, . . . ,Vα(k+1), and to update Vi for each i ∈ {i ∈ Γk : `k(v(i), t(i)) = 0}.
Then, the following theorem holds.

Theorem 5.3. Let P ⊂ Rn be an n-dimensional convex polyhedral set and let
{Fi :∈ Γ} be the set of all facets of P , where Γ is the index set. The line segment
co {v′,v′′} (v′,v′′ ∈ V (P ), v′ 6= v′′) is an edge of P if and only if there exist
i1, . . . , in−1 ∈ Γ such that co {v′,v′′} ⊂ Fij for each j = 1, . . . , n− 1.

By Procedure C, {Fi : i ∈ Γk+1} is the set all facets of Pk+1. Hence, to construct
Vi for each i ∈ W (W is generated by Procedure B), we propose the following
procedure.

Procedure D

Step 0: Set j = 1 and go to Step 1.
Step 1: If j = α(k + 1), then stop. If j 6∈ W, then go to Step 3. Otherwise, go

to Step 2.
Step 2:

Step 2-0: Set q := j + 1 and go to Step 2-1.
Step 2-1: If q = αk+1, then go to Step 3. If q 6∈ W, then go to Step 2-3.

Otherwise, go to Step 2-2.
Step 2-2: If |Fj ∩ Fq| = n− 1, set Vj ← Vj ∪ {q} and Vq ← Vq ∪ {j}. Go

to Step 2-3.
Step 2-3: Set q ← q + 1 and return to Step 2-1.

Step 3: Set j ← j + 1 and return to Step 1.
By Procedures B and D, all index sets Vi (i ∈ ∆k+1) are updated completely.

6. COMPUTATIONAL EXPERIMENTS

In order to investigate the efficiency of Algorithm IOA, we did numerical experi-
ments for the following problem:

minimize

1
2

n∑
i=1

f1
i x2

i −
n∑

j=1

f2
j xj + f

−
1

2

n∑
i=1

g1
i x2

i −
n∑

j=1

g2
j xj + g


subject to

1
2

n∑
i=1

ai(xi − bi)2 − c ≤ 0, x ∈ Rn,

(6.1)
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where f i
j , g

i
j , aj , bj , f, g, c ∈ [1, 10] (i = 1, 2, j = 1, . . . , n) are defined by a random

number generator. For each n satisfying 1 ≤ n ≤ 8, we generated 60 problems in
the form of (6.1). The numerical experiments were performed by a computer (CPU:
Xeron MP 3.33GHZ–8MB×3, RAM: 6GB). Algorithm IOA was encoded by the C
language on Linux. The computational result of Algorithms IOA for such problems
are written in Table 1, where the tolerance is τ = 0.001. Here, |V (Plast)| in Table 1
denotes the number of vertices of Pk at the last iteration.

Table 1. Computational results of Algorithm IOA

Number of iteration CPU-time(sec) |V (Plast)|

n Average Standard Average Standard Average Standard

deviation deviation deviation

1 3.379 1.495 0.009 0.032 6.379 1,473
2 15.917 5.460 0.000 0.001 34.933 10.535
3 50.950 87.218 0.002 0.011 256.017 511.184
4 68.617 26.764 0.009 0.009 907.633 448.863
5 151.879 98.777 0.351 0.608 7166.828 6302.436
6 227.076 159.698 10.464 26.017 40650.830 41346.200
7 318.729 172.307 586.560 1005.900 233899.100 186763.300
8 243.350 75.510 4626.178 4006.415 540451.800 264155.460

The computational result shows that the proposed algorithm is effective for not
so large size problems.

7. CONCLUSIONS

In this paper, we have improved Tuy’s outer approximation algorithm for solving
(DC). Both Tuy’s algorithm and the improved algorithm generate the sequences of
polytopes to guarantee the global convergence. The sequence of polytopes gener-
ated by Tuy’s algorithm approximates the sequence of compact convex sets. On the
other hands, the improved algorithm generates the sequence of polytopes approx-
imating a compact convex set from outside. By fixing the target set approximated
by the sequence of polytopes, the efficiency of the proposed algorithm has been
upgraded. Moreover, to improve the computational efficiency of the algorithm, we
have proposed a procedure for calculating the vertex sets. By utilizing the relation
of connections among vertices by edges, the proposed procedure calculates the
vertex sets without solving systems of linear equations.
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ABSTRACT. In this paper, we introduce a new class of resolvent mappings for (B, φ)-
monotone mappings in Banach space, which is a natural and important generalization of a
class of resolvent mappings studied in [X.-P. Luo, N.-J. Huang; A new class of variational
inclusions with B-monotone operators in Banach spaces, J. Comput. Appl. Math. 233
(2010), 1888-1896]. We study some properties of this new class of resolvent mappings and
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paper improve and generalize many known results in the literature.
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1. INTRODUCTION

In 1968, Brézis [5] initiated the study of the existence theory of a class of vari-
ational inequalities later known as variational inclusions, using resolvent (prox-
imal) mapping. Variational inclusions include variational inequalities as special
cases. For applications of variational inclusions, see [4, 10]. In 1994, Hassouni
and Moudafi [15] discussed iterative approximation of solutions for an important
class of variational inclusions using resolvent mapping. Since then various resol-
vent mappings have been introduced and used to develop the iterative methods
for studying the existence and iterative approximation of solutions of variational
inclusions, see for example [1–3, 6–9, 11–14, 16, 18–26, 29–35].

Very recently Luo and Huang [25, 26] introduced and studied the classes of
(H,φ)-η-monotone mappings and B-monotone mappings in Banach space, respec-
tively, and discussed their properties. Using these classes of resolvent mappings for
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(H,φ)-η-monotone mappings and B-monotone mappings, they studied the conver-
gence analysis of the iterative algorithms for some classes of variational inclusions.

In this paper, we introduce a class of resolvent mappings for (B,φ)-monotone
mappings in Banach space, which is a natural and important generalization of
the class of resolvent mappings studied in [26]. We study some properties of this
new class of resolvent mappings and by making use of it, we discuss the existence
and iterative approximation of solutions of a system of multi-valued variational
inclusions. The method and results presented in this paper improve and generalize
many known results in the literature.

2. PRELIMINARIES

Let X be a real Banach space with the topological dual space X∗ and 〈·, ·〉 denote
the dual pair between X and its dual X∗ and 2X denote the family of all nonempty
subsets of X. The normalized duality mapping J : X −→ 2X∗

is defined by

J(x) = {f ∈ X∗, 〈f, x〉 = ‖f‖‖x‖, ‖f‖ = ‖x‖}, ∀x ∈ X.

The modulus of smoothness of X is the function ρX : [0,∞) −→ [0,∞) defined
by

ρX(t) = sup
{ (‖x + y‖+ ‖x− y‖)

2
− 1 : x, y ∈ X, ‖x‖ = 1, ‖y‖ = t

}
.

A Banach space X is called uniformly smooth if

lim
t−→0

ρX(t)
t

= 0.

We denote by CB(X) the family of all nonempty, closed and bounded subsets
of X and D(·, ·) is the Hausdorff metric on CB(X) defined by

D(A,B) = max{sup
x∈A

inf
y∈B

‖x− y‖, sup
y∈B

inf
x∈A

‖x− y‖}, A, B ∈ CB(X).

Definition 2.1. [31] Let A : X −→ X∗ be a single-valued mapping. A is said to be:
(i) monotone, if

〈A(x)−A(y), x− y〉 ≥ 0, ∀x, y ∈ X;

(ii) strictly monotone, if

〈A(x)−A(y), x− y〉 > 0, ∀x, y ∈ X,

and equal to 0 if and only if x = y;
(iii) γ-strongly monotone, if there exists a constant γ > 0 such that

〈A(x)−A(y), x− y〉 ≥ γ‖x− y‖, ∀x, y ∈ X;

(iv) m-relaxed monotone, if there exists a constant m > 0 such that

〈A(x)−A(y), x− y〉 ≥ −m‖x− y‖, ∀x, y ∈ X;

(v) δ-Lipschitz continuous, if there exists a constant δ > 0 such that

‖A(x)−A(y)‖ ≤ δ‖x− y‖, ∀x, y ∈ X.

Definition 2.2. [26] Let B : X −→ X∗, φ : X∗ −→ X∗, f, g : X −→ X be
single-valued mappings, and let M : X × X −→ 2X∗

be a multi-valued mapping.
Then
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(i) M(f, ·) is said to be α-strongly monotone with respect to f , if there exists a
constant α > 0 such that

〈u− v, x− y〉 ≥ α‖x− y‖2, ∀x, y, w ∈ X, u ∈ M(f(x), w), v ∈ M(f(y), w);

(ii) M(·, g) is said to be β-relaxed monotone with respect to g if there exists a
constant β > 0 such that

〈u− v, x− y〉 ≥ −β‖x− y‖2, ∀x, y, w ∈ X, u ∈ M(w, g(x)), v ∈ M(w, g(y));

(iii) M(·, ·) is said to be αβ-symmetric monotone with respect to f and g if
M(f, ·) is α-strongly monotone with respect to f and M(·, g) is β-relaxed
monotone with respect to g with α ≥ β and α = β if and only x = y
∀x, y ∈ X.

Lemma 2.3. [28] Let X be a real Banach space and let J : X −→ 2X∗
be the

normalized duality mapping. Then for any given x, y ∈ X, the following inequality
holds:

‖x + y‖2 ≤ ‖x‖2 + 2〈y, j(x + y)〉, ∀j(x + y) ∈ J(x + y).

Lemma 2.4. [27] Let X be a complete metric space; let C(X) be the family of all
nonempty compact subsets of X and let W : X −→ C(X) be a multi-valued mapping.
Then for any given x, y ∈ X, u ∈ W (x), there exists v ∈ W (y) such that

d(u, v) ≤ D(W (x),W (y)),

where D(·, ·) is Hausdorff metric on C(X).

Lemma 2.5. [27] Let X be a complete metric space and let W : X −→ CB(X) be
a multi-valued mapping. Then for any ε > 0 and for any given x, y ∈ X, u ∈ W (x),
there exists v ∈ W (y) such that

d(u, v) ≤ (1 + ε)D(W (x),W (y)),

where D(·, ·) is Hausdorff metric on CB(X).

3. (B,φ)-MONOTONE MAPPINGS

First, we define the notion of (B,φ)-monotone mappings.

Definition 3.1. Let B : X −→ X∗, φ : X∗ −→ X∗, f, g : X −→ X be single-valued
mappings, and let M : X ×X −→ 2X∗

be a multi-valued mapping. Then M is said
to be (B,φ)-monotone if φ ◦M be αβ-symmetric monotone with respect to f and g,
and (B + φ ◦M(f, g))(X) = X∗.

Remark 3.2. (i) If φ ◦M(f, g) = λM(f, g), for λ > 0 and M be αβ-symmetric
monotone with respect to f and g, then (B,φ)-monotone mapping reduces
to the B-monotone mapping considered in [26].

(ii) If φ ◦ M(f, g) = λM , for λ > 0 and M be relaxed monotone then (B,φ)-
monotone mapping reduces to the A-monotone mapping considered in [11].

Theorem 3.3. Let f, g : X −→ X and φ : X∗ −→ X∗ be single-valued mappings; let
B : X −→ X∗ be a strictly monotone mapping and let M : X×X −→ 2X∗

be a (B,φ)-
monotone mapping. If 〈u − v, x − y〉 ≥ 0 holds for all (y, v) ∈ Graph (φ ◦ M(f, g)),
then u ∈

(
φ ◦M(f, g)

)
(x), where Graph(φ ◦M(f, g)) = {(x, x∗) ∈ X ×X∗ : x∗ ∈

(φ ◦M(f, g))(x)}.
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Proof. Suppose that there exists (x0, u0) such that

〈u0 − v, x0 − y〉 ≥ 0, ∀(y, v) ∈ Graph (φ ◦M(f, g)). (3.1)

Since M is (B,φ)-monotone, we know that (B+φ◦M(f, g))(X) = X∗ and so there
exists (x1, u1) ∈ Graph (φ ◦M(f, g)) such that

B(x1) + u1 = B(x0) + u0. (3.2)

It follows from (3.1) and (3.2) that

0 ≤ 〈u0 − u1, x0 − x1〉 = −〈B(x0)−B(x1), x0 − x1〉.
But the strictly monotonicity of B implies that x1 = x0. By (3.2) we also observe
that u1 = u0. Hence (x0, u0) ∈ Graph (φ ◦M(f, g)), that is, u0 ∈

(
φ ◦M(f, g)

)
(x0).

This completes the proof. �

Theorem 3.4. Let f, g : X −→ X and φ : X∗ −→ X∗ be single-valued mappings;
let B : X −→ X∗ be a strictly monotone mapping and let M : X ×X −→ 2X∗

be a
(B,φ)-monotone mapping. Then (B + φ ◦M(f, g))−1 be a single-valued mapping.

Proof. For any x∗ ∈ X∗, let x, y ∈ (B + φ ◦M(f, g))−1(x∗), then it follows that

x∗ −B(x) ∈ φ ◦M(f(x), g(x))

x∗ −B(y) ∈ φ ◦M(f(y), g(y)).
Pick any given w ∈ φ ◦M(f(y), g(x)), since φ ◦M be αβ-symmetric monotone with
respect to f and g, we have

(α− β)‖x− y‖2 ≤ 〈x∗ −B(x)− w + w − (x∗ −B(y)), x− y〉.
It follows from α ≥ β and the strictly monotonicity of B that x = y. Thus (B + φ ◦
M(f, g))−1 be a single-valued mapping. This completes the proof. �

Based on Theorems 3.3-3.4, we can define the following resolvent mapping
RB

M(·,·),φ.

Definition 3.5. Let X be a reflexive Banach space with the dual space X∗. Let
f, g : X −→ X, φ : X∗ −→ X∗ be single-valued mappings; let B : X −→ X∗

be a σ-strongly monotone mapping and let M : X × X −→ 2X∗
be a (B,φ)-

monotone mapping. A resolvent mapping RB
M(·,·),φ : X∗ −→ X is defined by

RB
M(·,·),φ(x∗) = (B + φ ◦M(f, g))−1(x∗), ∀x∗ ∈ X∗.

Theorem 3.6. Let X be a reflexive Banach space with the dual space X∗. Let
f, g : X −→ X, φ : X∗ −→ X∗ be single-valued mappings; let B : X −→ X∗ be
a σ-strongly monotone mapping and let M : X × X −→ 2X∗

be a (B,φ)-monotone
mapping. Then the resolvent mapping RB

M(·,·),φ : X∗ −→ X is Lipschitz continuous

with constant 1
(α−β+σ) , i.e.,

‖RB
M(·,·),φ(x∗)−RB

M(·,·),φ(y∗)‖ ≤ 1
(α− β + σ)

‖x∗ − y∗‖, ∀x∗, y∗ ∈ X∗.

Proof. Let x∗, y∗ ∈ X∗. It follows that

RB
M(·,·),φ(x∗) = (B + φ ◦M(f, g))−1(x∗)

RB
M(·,·),φ(y∗) = (B + φ ◦M(f, g))−1(y∗)

and so

x∗ −B(RB
M(·,·),φ(x∗)) ∈ φ ◦M

(
f(RB

M(·,·),φ(x∗)), g(RB
M(·,·),φ(x∗))

)



ITERATIVE ALGORITHM FOR A SYSTEM OF MULTI-VALUED VARIATIONAL INCLUSIONS 17

y∗ −B(RB
M(·,·),φ(y∗)) ∈ φ ◦M

(
f(RB

M(·,·),φ(y∗)), g(RB
M(·,·),φ(y∗))

)
.

Pick any given w ∈ φ ◦M(f(RB

M
(
·,·),φ

(y∗)), g(RB
M(·,·),φ(x∗))

)
. Since φ ◦M be

αβ-symmetric monotone with respect to f and g, we have

(α− β)‖RB
M(·,·),φ(x∗)−RB

M(·,·),φ(y∗)‖2

≤ 〈(x∗ −B(RB
M(·,·),φ(x∗)))− w + w

−(y∗ −B(RB
M(·,·),φ(y∗))), RB

M(·,·),φ(x∗)−RB
M(·,·),φ(y∗)〉,

= 〈x∗ − y∗ −B(RB
M(·,·),φ(x∗))

+B(RB
M(·,·),φ(y∗)), RB

M(·,·),φ(x∗)−RB
M(·,·),φ(y∗)〉.

Since B be a σ- strongly monotone mapping, then

‖x∗ − y∗‖‖RB
M(·,·),φ(x∗)−RB

M(·,·),φ(y∗)‖

≥ 〈x∗ − y∗, RB
M(·,·),φ(x∗)−RB

M(·,·),φ(y∗)〉

≥ (α− β)‖RB
M(·,·),φ(x∗)−RB

M(·,·),φ(y∗)‖

+〈B(RB
M(·,·),φ(x∗)−B(RB

M(·,·),φ(y∗), RB
M(·,·),φ(x∗)−RB

M(·,·),φ(y∗)〉

≥ (α− β + σ)‖RB
M(·,·),φ(x∗)−RB

M(·,·),φ(y∗)‖2

and so

‖RB
M(·,·),φ(x∗)−RB

M(·,·),φ(y∗)‖ ≤ 1
(α− β + σ)

‖x∗ − y∗‖, ∀x∗, y∗ ∈ X∗.

This completes the proof. �

4. SYSTEM OF MULTI-VALUED VARIATIONAL INCLUSIONS

Throughout the rest of this paper, unless otherwise stated for each i = 1, 2, we
assume that Xi be a real Banach space with norm ‖ · ‖i and denote the duality
pairing between Xi and X∗

i by 〈·, ·〉i. Let Ai : Xi −→ X∗
i , pi, fi, gi : Xi −→ Xi, Fi :

Xi×Xi −→ Xi be single-valued mappings and Mi : Xi×Xi −→ 2X∗
i , Wi : X1 −→

CB(X1) and let Vi : X2 −→ CB(X2) be multi-valued mappings. We shall study
the following system of multi-valued variational inclusions (in short, SMVI). For
given θi ∈ X∗

i , the zero element, find (x1, x2) ∈ (X1, X2), wi ∈ Wi(x1), vi ∈ Vi(x2)
such that  θ1 ∈ A1(x1 − p1(x1)) + F1(w1, v1) + M1(f1(x1), g1(x1))

θ2 ∈ A2(x2 − p2(x2)) + F2(w2, v2) + M2(f2(x2), g2(x2)).
(4.1)

We remark that by giving suitable choices of mappings Ai, pi, Fi,Mi, fi, gi,
Wi, Vi and of spaces Xi, X∗

i , (i = 1, 2), we can observe that SMVI (4.1) reduces to
many new and previously known systems of variational inclusions, systems of vari-
ational inequalities, variational inclusions and variational inequalities in Banach
spaces as well as in Hilbert spaces, see for example, Kazmi and Khan [18], Kazmi
and Khan [19], Kazmi and Bhat [17], Luo and Haung [25], Wang and Ding [30].
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Theorem 4.1. For each i = 1, 2, let φi : X∗
i −→ X∗

i be a single-valued mapping
satisfying φi(xi + yi) = φi(xi) + φi(yi) and ker(φi) = {θi}, where ker(φi) = {xi ∈
X∗

i : φi(xi) = θi}. Let Ai : Xi −→ X∗
i , pi, fi, gi : Xi −→ Xi, Fi : Xi ×Xi −→ Xi be

single-valued mappings and let Mi : Xi × Xi −→ 2X∗
i , Wi : X1 −→ CB(X1) and

Vi : X2 −→ CB(X2) be multi-valued mappings. Let Bi : Xi −→ X∗
i be a σi-strongly

monotone mapping. Then (x1, x2, w1, w2, v1, v2) is a solution of SMVI (4.1) if and only
if

xi = RBi

Mi(·,·),φi
[Bi(xi)− φi ◦ (Ai(xi − pi(xi)) + Fi(wi, vi))] (4.2)

where wi ∈ Wi(x1), vi ∈ Vi(x2) and RBi

Mi(·,·),φi
= (Bi + φi ◦Mi(fi, gi))−1.

Proof. By definition of RBi

Mi(·,·),φi
, we know that (4.2) holds if and only if

Bi(xi)− φi ◦ (Ai(xi − pi(xi)) + Fi(wi, vi)) ∈ (Bi + φi ◦Mi(fi, gi))(xi)

which is equivalent to

−φi ◦ (Ai(xi − pi(xi)) + Fi(wi, vi)) ∈ φi ◦Mi(fi(xi), gi(xi)).

It follows from φi(xi + yi) = φi(xi) + φi(yi) that (4.2) holds if and only if

θi ∈ φi ◦ [Ai(xi − pi(xi)) + Fi(wi, vi) + Mi(fi(xi), gi(xi))].

Since ker(φi) = {θi}, (4.2) holds if and only if

θi ∈ Ai(xi − pi(xi)) + Fi(wi, vi) + Mi(fi(xi), gi(xi)).

�

Based on Theorem 4.1, we construct the following iterative algorithm for solv-
ing SMVI (4.1):

Iterative Algorithm 4.1. For each i = 1, 2, given x0
i ∈ Xi, w0

i ∈ Wi(x0
1), v0

i ∈
Vi(x0

2), compute the sequences {xn
i }, {wn

i }, {vn
i } defined by the iterative schemes:

xn+1
i = RBi

Mi(·,·),φi

[
Bi(xn

i )− φi ◦ [Ai(xn
i − pi(xn

i )) + Fi(wn
i , vn

i )]
]
,

wn
i ∈ Wi(xn

1 ), ‖wn+1
i − wn

i ‖ ≤ (1 + n−1)D1

(
Wi(xn+1

1 ),Wi(xn
1 )

)
,

vn
i ∈ Vi(xn

2 ), ‖vn+1
i − vn

i ‖ ≤ (1 + n−1)D2

(
Vi(xn+1

1 ), Vi(xn
1 )

)
,

for all n = 0, 1, 2, ........, .

Now we give the sufficient conditions which guarantee the convergence of the
iterative sequences generated by Iterative Algorithm 4.1.

Theorem 4.2. For each i = 1, 2, let Xi be a reflexive Banach space with dual space
X∗

i . Let φi : X∗
i −→ X∗

i be a λi-Lipschitz continuous satisfying φi(xi + yi) =
φi(xi)+φi(yi) and ker(φi) = {θi}. Let fi, gi : Xi −→ Xi be single-valued mappings;
let Bi : Xi −→ X∗

i be a σi-strongly monotone and δi-Lipschitz continuous mapping
and let Mi : Xi ×Xi −→ 2X∗

i be a (Bi, φi)-monotone mapping. Let Ai : Xi −→ X∗
i

be γi-Lipschitz continuous mapping; let pi : Xi −→ Xi be a mi-strongly accretive
and ξi-Lipschitz continuous mapping; let Wi : X1 −→ CB(X1) be a D1-Lipschitz
continuous mapping with respect to λWi > 0 and let Vi : X2 −→ CB(X2) be a D2-
Lipschitz continuous mapping with respect to λVi

> 0 respectively. Let the mapping
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Fi : Xi × Xi −→ Xi be a ᾱi-Lipschitz continuous in the first argument and β̄i-
Lipschitz continuous in the second argument. Suppose that the following conditions
are satisfied:

k1 =
1

(α1 − β1 + σ1)

[
δ1 +λ1ᾱ1λW1 +λ1γ1

√
1− 2m1 + 2ξ1(2 + ξ1)+λ1β̄1λV1

]
< 1,

k2 =
1

(α2 − β2 + σ2)

[
δ2 +λ2β̄2λV2 +λ2γ2

√
1− 2m2 + 2ξ2(2 + ξ2)+λ2ᾱ2λW1

]
< 1.

(4.3)
Then, for each i = 1, 2, the iterative sequences {xn

i }, {wn
i }, {vn

i } generated by
Iterative Algorithm 4.1, converge strongly to x1, x2, w1, w2, v1, v2, respectively and
(x1, x2, w1, w2, v1, v2) is a solution of SMVI (4.1).

Proof. By Iterative Algorithm 4.1 and Theorem 3.6, we have∥∥∥xn+1
1 − xn

1

∥∥∥
1

=
∥∥∥RB1

M1(·,·),φ1

[
B1(xn

1 )− φ1 ◦ [A1(xn
1 − p1(xn

1 )) + F1(wn
1 , vn

1 )]
]

−RB1
M1(·,·),φ1

[
B1(xn−1

1 )−φ1◦[A1(xn−1
1 −p1(xn−1

1 ))+F1(wn−1
1 , vn−1

1 )]
]∥∥∥

1

≤ 1
(α1 − β1 + σ1)

∥∥∥[
B1(xn

1 )− φ1 ◦ [A1(xn
1 − p1(xn

1 )) + F1(wn
1 , vn

1 )]−B1(xn−1
1 )

+φ1 ◦ [A1(xn−1
1 − p1(xn−1

1 )) + F1(wn−1
1 , vn−1

1 )]
]∥∥∥

1

≤ 1
(α1 − β1 + σ1)

(
‖B1(xn

1 )−B1(xn−1
1 )‖1+λ1‖A1(xn

1−p1(xn
1 ))−A1(xn−1

1 −p1(xn−1
1 ))‖1

+λ1‖F1(wn
1 , vn

1 )−F1(wn−1
1 , vn−1

1 )‖1

)
.

(4.4)
By Lipschitz continuity of φ1, A1, B1, F1,W1, V1, we have

‖B1(xn
1 )−B1(xn−1

1 )‖1 ≤ δ1‖xn+1
1 − xn

1‖1, (4.5)

and

‖F1(wn
1 , vn

1 )−F1(wn−1
1 , vn−1

1 )‖1

≤ ‖F1(wn
1 , vn

1 )− F1(wn−1
1 , vn

1 )‖1 + ‖F1(wn−1
1 , vn

1 )− F1(wn−1
1 , vn−1

1 )‖2

≤ ᾱ1‖wn
1 − wn−1

1 ‖1 + β̄1‖vn
1 − vn−1

1 ‖2

≤ ᾱ1(1 + n−1)D1

(
W1(xn

1 ),W1(xn−1
1 )

)
+ β̄1(1 + n−1)D2

(
V1(xn

2 ), V1(xn−1
2 )

)
≤ ᾱ1(1 + n−1)λW1‖xn

1 − xn−1
1 ‖1 + β̄1(1 + n−1)λV1‖xn

2 − xn−1
2 ‖2

≤ (1 + n−1)
[
ᾱ1λW1‖xn

1 − xn−1
1 ‖1 + β̄1λV1‖xn

2 − xn−1
2 ‖2

]
, (4.6)

‖A1(xn
1 −p1(xn

1 )−A1(xn−1
1 −p1(xn−1

1 ))‖1 ≤ γ1‖xn
1 −xn−1

1 − (p1(xn
1 )−p1(xn−1

1 ))‖1.
(4.7)

Since p1 is a m1-strongly accretive and ξ1-Lipschitz continuous mapping, then we
have

‖xn
1−xn−1

1 −(p1(xn
1 )−p1(xn−1

1 ))‖2
1

≤ ‖xn
1 − xn−1

1 ‖2
1 − 2

〈
p1(xn

1 )− p1(xn−1
1 ), j

(
(xn

1 − xn−1
1 )− (p1(xn

1 )− p1(xn−1
1 ))

)〉
≤ ‖xn

1−xn−1
1 ‖2

1−2
〈
p1(xn

1 )−p1(xn−1
1 ), j(xn

1−xn−1
1 )

〉
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+2
〈
p1(xn

1 )− p1(xn−1
1 ),−j

(
(xn

1 − xn−1
1 )− (p1(xn

1 )− p1(xn−1
1 ))

)
+ j((xn

1 − xn−1
1 )

〉
≤ ‖xn

1 − xn−1
1 ‖2

1 − 2m1‖xn
1 − xn−1

1 ‖2
1 + 2‖p1(xn

1 )− p1(xn−1
1 ‖1[

‖xn
1 − xn−1

1 ‖1 + ‖p1(xn
1 )− p1(xn−1

1 ‖1 + ‖xn
1 − xn−1

1 ‖1

]
≤ ‖xn

1 − xn−1
1 ‖2

1 − 2m1‖xn
1 − xn−1

1 ‖2
1 + 2ξ1(2 + ξ1)‖xn

1 − xn−1
1 ‖2

1

≤
(
1− 2m1 + 2ξ1(2 + ξ1)

)
‖xn

1 − xn−1
1 ‖2

1

‖xn
1 −xn−1

1 −(p1(xn
1 )−p1(xn−1

1 ))‖1 ≤
√

1− 2m1 + 2ξ1(2 + ξ1)‖xn
1 −xn−1

1 ‖1. (4.8)
It follows from (4.4)-(4.8), we have

‖xn+1
1 −xn

1

∥∥∥
1
≤ 1

(α1 − β1 + σ1)

[
δ1‖xn

1 −xn−1
1 ‖1 +λ1(1+n−1)

(
ᾱ1λW1‖xn

1 −xn−1
1 ‖1

+β̄1λV1‖xn
2−xn−1

2 ‖2

)
+λ1γ1

√
1− 2m1 + 2ξ1(2 + ξ1)‖xn

1−xn−1
1 ‖1

]
.

Hence we have

‖xn+1
1 −xn

1

∥∥∥
1
≤ 1

(α1 − β1 + σ1)

[(
δ1+λ1ᾱ1λW1(1+n−1)+λ1γ1

√
1− 2m1 + 2ξ1(2 + ξ1)

)
×‖xn

1 −xn−1
1 ‖1 +λ1β̄1λV1(1+n−1)‖xn

2 −xn−1
2 ‖2

)]
. (4.9)

Next∥∥∥xn+1
2 − xn

2

∥∥∥
2

=
∥∥∥RB2

M2(·,·),φ2

[
B2(xn

2 )− φ2 ◦ [A2(xn
2 − p2(xn

2 )) + F2(wn
2 , vn

2 )]
]

−RB2
M2(·,·),φ2

[
B2(xn−1

2 )−φ2◦[A2(xn−1
2 −p2(xn−1

2 ))+F2(wn−1
2 , vn−1

2 )]
]∥∥∥

2

≤ 1(
α2 − β2 + σ2

)∥∥∥[
B2(xn

2 )− φ2 ◦ [A2(xn
2 − p2(xn

2 )) + F2(wn
2 , vn

2 )]−B2(xn−1
2 )

+φ2 ◦ [A2(xn−1
2 − p2(xn−1

2 )) + F2(wn−1
2 , vn−1

2 )]
]∥∥∥

2

≤ 1(
α2 − β2 + σ2

)(
‖B2(xn

2 )−B2(xn−1
2 )‖2+λ2‖A2(xn

2−p2(xn
2 ))−A2(xn−1

2 −p2(xn−1
2 ))‖2

+λ2‖F2(wn
2 , vn

2 )−F2(wn−1
2 , vn−1

2 )‖2

)
.

(4.10)
By Lipschitz continuity of φ2, A2, B2, F2,W2, V2, we have

‖B2(xn
2 )−B2(xn−1

2 )‖2 ≤ δ2‖xn+1
1 − xn

1‖2, (4.11)

and

‖F2(wn
2 , vn

2 )−F2(wn−1
2 , vn−1

2 )‖2

≤ ‖F2(wn
2 , vn

2 )− F2(wn−1
1 , vn

2 )‖1 + ‖F2(wn−1
2 , vn

2 )− F2(wn−1
2 , vn−1

2 )‖2

≤ ᾱ2‖wn
2 − wn−1

2 ‖1 + β̄2‖vn
2 − vn−1

2 ‖2

≤ ᾱ2(1 + n−1)D1

(
W2(xn

1 ),W2(xn−1
1 )

)
+ β̄2(1 + n−1)D2

(
V2(xn

2 ), V2(xn−1
2 )

)
≤ ᾱ2(1 + n−1)λW2‖xn

1 − xn−1
1 ‖1 + β̄2(1 + n−1)λV2‖xn

2 − xn−1
2 ‖2

≤ (1 + n−1)
[
ᾱ2λW2‖xn

1 − xn−1
1 ‖1 + β̄2λV2‖xn

2 − xn−1
2 ‖2

]
(4.12)

‖A2(xn
2 −p2(xn

2 ))−A2(xn−1
2 −p2(xn−1

2 ))‖2 ≤ γ2‖xn
2 −xn−1

2 −(p2(xn
2 )−p2(xn−1

2 ))‖2.
(4.13)
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Since p2 is a m2-strongly accretive and ξ2-Lipschitz continuous mapping, then we
have

‖xn
2−xn−1

2 −(p2(xn
2 )−p2(xn−1

2 ))‖2 ≤
√

1− 2m2 + 2ξ2(2 + ξ2)‖xn
2−xn−1

2 ‖2. (4.14)

It follows from (4.10)-(4.14), we have

‖xn+1
2 −xn

2‖2 ≤
1

(α2 − β2 + σ2)

[
δ2‖xn

2 −xn−1
2 ‖2 +λ2(1+n−1)

(
ᾱ2λW2‖xn

1 −xn−1
1 ‖1

+β̄2λV2‖xn
2−xn−1

2 ‖2

)
+λ2γ2

√
1− 2m2 + 2ξ2(2 + ξ2)‖xn

2−xn−1
2 ‖2

]
‖xn+1

2 −xn
2‖2 ≤

1
(α1 − β1 + σ1)

[(
δ2+λ2β̄2λV2(1+n−1)+λ2γ2

√
1− 2m2 + 2ξ2(2 + ξ2)

)
×‖xn

2−xn−1
2 ‖2+λ2ᾱ2λW2(1+n−1)‖xn

1−xn−1
1 ‖1

)]
. (4.15)

From (4.9) and (4.15), we have

‖(xn+1
1 , xn+1

2 )− (xn
1 , xn

2 )‖∗ = ‖xn+1
1 − xn

1‖1 + ‖xn+1
2 − xn

2‖2

≤ kn
1 ‖xn

1−xn−1
1 ‖1+kn

2 ‖xn
2−xn−1

2 ‖2

≤ max{kn
1 , kn

2 }
(
‖xn

1 − xn−1
1 ‖1 + ‖xn

2 − xn−1
2 ‖2

)
≤ max{kn

1 , kn
2 }

[
‖(xn

1 , xn
2 )− (xn−1

1 , xn−1
2 )‖∗

]
,

(4.16)
where X∗ = X1 ×X2 is a reflexive Banach space with norm ‖ · ‖∗ = ‖ · ‖1 + ‖ · ‖2.

Letting n −→∞, we obtain max{kn
1 , kn

2 } −→ max{k1, k2}, where

k1 = m1 +
1

(α1 − β1 + σ1)
λ1β̄1λV1 ; k2 = m2 +

1
(α2 − β2 + σ2)

λ2ᾱ2λW2 ; (4.17)

m1 =
1

(α1 − β1 + σ1)

(
δ1 + λ1ᾱ1λW1 + λ1γ1

√
1− 2m1 + 2ξ1(2 + ξ1)

)
; (4.18)

m2 =
1

(α2 − β2 + σ2)

(
δ2 + λ2β̄2λV2 + λ2γ2

√
1− 2m2 + 2ξ2(2 + ξ2)

)
. (4.19)

By (4.3), it follows that 0 < max{k1, k2} < 1 and {(xn
1 , xn

2 )} is a Cauchy sequence.
Thus there exists (x∗1, x

∗
2) ∈ X∗ such that (xn

1 , xn
2 ) −→ (x∗1, x

∗
2) as n −→ ∞. Now

we claim that wn
i −→ wi ∈ Wi(x1). In fact it follows from the Lipschitz continuity

of Wi and Iterative Algorithm 4.1

‖wn+1
i − wn

i ‖ ≤ (1 + n−1)D1

(
Wi(xn+1

1 ),Wi(xn
1 )

)
≤ (1 + n−1)λWi‖xn+1

1 − xn
1‖. (4.20)

Since {xn
i } is a Cauchy sequence, it follows that {wn

i } is also a Cauchy sequence.
In a similar way, one can show that {vn

i } is a Cauchy sequence. Thus there exist
wi ∈ X1, vi ∈ X2 such that wn

i −→ wi, vn
i −→ vi as n −→∞. Further

di(wi,Wi(x1)) ≤ ‖wi − wn
i ‖+ di(wn

i ,Wi(x1))

≤ ‖wi − wn
i ‖+D1

(
Wi(xn

1 ),Wi(x1)
)

≤ ‖wi − wn
i ‖+ λWi

‖xn
1 − x1‖ −→ 0 as n −→∞.
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Since Wi(x1) ∈ CB(X1). It follows that wi ∈ Wi(x1). Similarly we can show that
vi ∈ Vi(x2). By the continuity of φi, Ai, Bi, Fi,Wi, Vi, R

Bi

Mi(·,·),φi
and Iterative Algo-

rithm 4.1, we have

xi = RBi

Mi(·,·),φi

[
Bi(xi)− φi ◦ [Ai(xi − pi(xi)) + Fi(wi, vi)]

]
.

By Theorem 4.1, (x1, x2, w1, w2, v1, v2) is a solution of problem SMVI (4.1).
This is completes the proof. �

Remark 4.3. (i) If φ ◦M(f, g) = λM(f, g), for λ > 0 and M be αβ-symmetric
monotone with respect to f and g, then Theorem 3.3-3.6 reduce to Theorem
3.3-3.4 given in [26].

(ii) If φ ◦M(f, g) = λM , for λ > 0 and M be relaxed monotone then Theorem
3.3-3.6 reduce to Theorem 3.3-3.4 given in [11].

(iii) For each i ∈ {1, 2}, if gi = Ii, identity operator on Xi; φ ◦ Mi(fi, gi) =
λMi(fi, Ii), for λ > 0 and M be αiβi-symmetric monotone with respect to fi

and Ii, then Theorem 4.2 is a generalization of Theorem 5.1 given in [11].
(iv) The method presented in this paper can be used to extend the results given

in [30, 34, 35].
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Ann. Inst. Fourier 18(1) (1968), 115-175.
6. Y.J. Cho, H.Y. Lan, A new class of generalized nonlinear multi-valued quasi-variational-

like inclusions with H-monotone mappings, Math. Inequal. Appl. 10 (2007), 389–401.
7. Y.J. Cho, H.Y. Lan, Generalized nonlinear random (A, η)-accretive equations with ran-

dom relaxed cocoercive mappings in Banach spaces, Comput. Math. Appl. 55(2008),
2173-2182.

8. Y.J. Cho, X. Qin, Systems of generalized nonlinear variational inequalities and its pro-
jection methods, Nonlinear Anal. 69 (2008), 4443-4451.

9. Y.J. Cho, X.L. Qin, M.J. Shang, Y. F. Su, Generalized nonlinear variational inclusions in-
volving (A, η)-monotone mappings in Hilbert spaces, Fixed Point Theory Appl. Vol.2007,
Article ID 29653, (2007), 6 pages.

10. V.E. Demyanov, G.E. Stavroutakis, L.N. Polyakov and P.D. Panagiotopolous, Quasi-
differentiability and Nonsmooth Modelling in Mechanics, Engineering and Economics,
Kluwer Academic Publishers, Dordrecht, 1996.

11. H.R. Feng and X.P. Ding, A new system of generalized nonlinear quasi-variational-like
inclusions with A-monotone operator in Banach spaces, J. Comput. Math. Appl. 225
(2009), 365-373.

12. Y.P. Fang and N.J. Huang, H-monotone operator and resolvent operator technique for
variational inclusions, Appl. Math. Comput. 145 (2003), 795-803.

13. Y.P. Fang and N.J. Huang, H-Accretive operators and resolvent operator technique for
solving variational inclusions in Banach spaces, Appl. Math. Lett. 17 (2004), 647-653.



ITERATIVE ALGORITHM FOR A SYSTEM OF MULTI-VALUED VARIATIONAL INCLUSIONS 23

14. Y.P. Fang and N.J. Huang, Iterative algorithms for a system of variational inclusion
involving H-accretive operators in Banach spaces, Acta Math. Hungar. 108 (2005), 183-
195.

15. A. Hassouni and A. Moudafi, A perturbed algorithm for variational inequalities, J. Math.
Anal. Appl. 185 (1994), 706-712.

16. N.J. Huang and Y.P. Fang, Generalized m-accretive mappings in Banach spaces, J.
Sichuang Univ. 38(4) (2001), 591-592.

17. K.R. Kazmi and M.I. Bhat, Convergence and stability of iterative algorithms for some
classes of general variational inclusions in Banach spaces, Southeast Asian Bull. Math.
32 (2008), 99-116.

18. K.R. Kazmi and F.A. Khan, Iterative approximation of a unique solution of a system of
Variational-like inclusions in real qi-uniformly smooth Banach spaces, Nonlinear Anal.
67(3) (2007), 917-929.

19. K.R. Kazmi and F.A. Khan, Iterative approximation of a solution of multi-valued
variational-like inclusion in Banach spaces : A P -η-proximal-point mapping approach,
J. Math. Anal. Appl. 325(1) (2007), 665-674.

20. H.Y. Lan, Y.J. Cho, Nan-jing Huang, Stability of iterative procedures for a class of
generalized nonlinear quasi-variational-like inclusions involving maximal η-monotone
mappings, Fixed Point Theory and Applications, Edited by Y.J. Cho, J.K. Kim and S.M.
Kang, 6 (2006), 107-116.

21. H.Y. Lan, Y.J. Cho, R.U. Verma, On solution sensitivity of generalized relaxed cocoercive
implicit quasivariational jnclusions with A-monotone mappings, J. Comput. Anal. Appl.
8 (2006), 75-87.

22. H.Y. Lan, Y.J. Cho, R.U. Verma, Nonlinear relaxed cocoercive variational inclusions
involving (A, η)-accretive mappings in Banach spaces, Comput. Math. Appl. 51 (2006),
1529-1538.

23. H.Y. Lan, J.I. Kang, Y.J. Cho, Nonlinear (A, η)-monotone operator inclusion systems
involving non-monotone set-valued mappings, Taiwan. J. Math. 11 (2007), 683-701.

24. H.Y. Lan, J.K. Kim, Y.J. Cho, On a new system of nonlinear A-monotone multivalued
variational inclusions, J. Math. Anal. Appl. 327 (2007), 481-493.

25. X.P. Luo and N.J. Huang, (H, φ)-η-Monotone operators in Banach spaces with an ap-
plication to variational inclusions, Appl. Math. Comput. 216 (2010), 1131-1139.

26. X.P. Luo and N.J. Huang, A new class of variational inclusions with B-monotone oper-
ators in Banach space, J. Comput. Appl. Math. 233 (2010), 1888-1896.

27. S.B. Nadler, Multivalued contraction mapping, Pacific J. Math. 30(3) (1969), 457-488.
28. P.D. Panagiotopoulos, Inequality Problem in Mechanics and Applications. Birkhauser,

Boston, 1985.
29. J.H. Sung, L.W. Zhang and X.T. Xiao, An algorithm based on resolvent operators for

solving variational inequalities in Hilbert spaces, Nonlinear Anal. 69(10) (2008), 3344-
3357.

30. Z.B. Wang and X.P. Ding, (H(., .), η)-Accretive operators with an application for solving
set-valued variational inclusions in Banach spaces, J. Comput. Math. Appl. 59 (2010),
1559-1567.

31. F.Q. Xia and N.J. Huang, Variational inclusions with a general H-monotone operator
in Banach spaces, Comput. Math. Appl. 54 (2007), 24-30.

32. Y. Yao, Y.J. Cho, Y. Liou, Iterative algorithms for variational inclusions, mixed equi-
librium problems and fixed point problems approach to optimization problems, Central
European J. Math. 9 (2011), 640-656.

33. Y. Yao, Y.J. Cho, Y. Liou, Algorithms of common solutions for variational inclusions,
mixed equilibrium problems and fixed point problems, Europ. J. Operat. Research 212
(2011), 242-250.

34. Y.Z. Zau and N.J. Huang, H(·, ·)-accretive operator with an application for solving vari-
ational inclusions in Banach spaces, Appl. Math. Comput. 204 (2008), 809-816.

35. Y.Z. Zau and N.J. Huang, A new system of variational inclusions involving H(., .)-
accretive operators in Banach spaces, Appl. Math. Comput. 212 (2009), 135-144.



Journal of Nonlinear Analysis and Optimization

Vol. 3, No. 1, (2012), 25-32
ISSN : 1906-9685
http://www.math.sci.nu.ac.th

EXISTENCE RESULTS FOR A QUASILINEAR BOUNDARY VALUE PROBLEM

INVESTIGATED VIA DEGREE THEORY
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Iran

ABSTRACT. In this article we prove the existence of at least one weak solution for the
quasilinear problem�

−∆pu(x) = λ|u(x)|p−2u(x) + h(x, u(x)) in Ω,
u = 0 on ∂Ω

where ∆pu := div(|∇u|p−2∇u) is the p-Laplacian operator, p > 1, Ω ⊂ RN is a non-
empty bounded domain with Lipschitz boundary (Ω ∈ C0,1), λ is a positive parameter and
h : Ω × R → R is a bounded Carathéodory function. The approach is fully based on the
degree theory.

KEYWORDS : p-Laplacian; Principal eigenvalue; (S+) condition; Topological degree.
AMS Subject Classification: 35J60; 35B30; 35B40.

1. INTRODUCTION

The aim of this paper is to establish the existence of at least one weak solution
for the following quasilinear problem{

−∆pu(x) = λ|u(x)|p−2u(x) + h(x, u(x)) in Ω,
u = 0 on ∂Ω,

(1.1)

where ∆pu := div(|∇u|p−2∇u) is the p-Laplacian operator, p > 1, Ω ⊂ RN is a
non-empty bounded domain with Lipschitz boundary (Ω ∈ C0,1), λ is a positive
parameter and h : Ω× R → R is a bounded Carathéodory function.

On the Sobolev space W 1,p
0 (Ω), we consider the norm

‖u‖ =
( ∫

Ω

|∇u(x)|pdx

) 1
p

.
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By a (weak) solution of the problem (1.1), we mean any u ∈ W 1,p
0 (Ω) such that∫

Ω

|∇u(x)|p−2∇u(x)∇v(x)dx− λ

∫
Ω

|u(x)|p−2u(x)v(x)dx−
∫

Ω

h(x, u(x))v(x) = 0

for all v ∈ W 1,p
0 (Ω). It is well known that the eigenvalue problem{

−∆pu(x) = λ|u(x)|p−2u(x) in Ω,
u = 0 on ∂Ω (1.2)

has a principal eigenvalue (i.e., the least one) λ1 > 0 which is simple and charac-
terized variationally by

λ1 = inf
u∈W 1,p

0 (Ω)\{0}

∫
Ω
|∇u(x)|p dx∫

Ω
|u(x)|p dx

.

Let X be a reflexive real Banach space and X∗ its dual. Here and in the sequel
we denote by 〈f, u〉 := f(u) the value of the linear form f ∈ X∗ for an element
u ∈ X. If X is a Hilbert space, then according to the Riesz Representation Theorem,
〈f, u〉 = (u, f).

Definition 1.1. The operator T : X → X∗ is said to satisfy the (S+) condition, if
the assumptions

un ⇀ u0 (weakly) in X and lim sup
n→∞

〈T (un), un − u0〉 ≤ 0

imply
un → u0 (strongly) in X.

It is clear that if T : X → X∗ satisfies the (S+) condition and K : X → X∗ be a
compact operator, then the sum T + K : X → X∗ satisfies the (S+) condition. We
say that T : X → X∗ is demicontinuous, if T maps strongly convergent sequences
in X to weakly convergent sequences in X∗.

The main aim of the present paper is to prove the existence of at least one
weak solution of (1.1) via degree theory. Various applications of degree theory
for solutions of nonlinear boundary value problems are already available, see for
instance [1, 2, 4–6, 8]. For other basic notations and definitions we refer to [3].

2. MAIN RESULTS

First we here recall for reader’s convenience the following Theorem of [9] which
is our main tool to prove the results.

Theorem 2.1 (Skrypnik [9]). Let T : X → X∗ be a bounded and demicontinuous
operator satisfying the (S+) condition. Let D ⊂ X be an open, bounded and non-
empty set with the boundary ∂D such that T (u) 6= 0 for u ∈ ∂D. Then there exists
an integer

deg(T,D, 0)
(called the degree of the mapping T ) such that

(i) deg(T,D, 0) 6= 0 implies that there exists an element u0 ∈ D such that

T (u0) = 0.

(ii) If D is symmetric with respect to the origin and T satisfies T (u) = −T (−u)
for any u ∈ ∂D, then

deg(T,D, 0)
is an odd number (and thus different from zero).
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(iii) (Homotopy invariance property) Let Tλ be a family of bounded and demi-
continuous mappings which satisfy the (S+) condition and which depend
continuously on a real parameter λ ∈ [0, 1], and let Tλ(u) 6= 0 for any
u ∈ ∂D and λ ∈ [0, 1]. Then

deg(Tλ,D, 0)

is constant with respect to λ ∈ [0, 1]. In particular, we have

deg(T0,D, 0) = deg(T1,D, 0).

We introduce the operators J,G, S : W 1,p
0 (Ω) → (W 1,p

0 (Ω))∗ in the following way

〈J(u), v〉 :=
∫

Ω

|∇u(x)|p−2∇u(x)∇v(x)dx,

〈G(u), v〉 :=
∫

Ω

|u(x)|p−2u(x)v(x)dx,

〈S(u), v〉 :=
∫

Ω

h(x, u(x))v(x)dx

for any u, v ∈ W 1,p
0 (Ω). First we sketch the properties of operators J,G and S.

Lemma 2.2. The operators J,G and S are well defined. Also we have the following
properties of J,G and S.

(a) J,G and S are bounded and continuous (and so demicontinuous) operators;
(b) G and S are compact operators;
(c) J satisfies the (S+) condition;
(d) J is invertible and its inverse is continuous.

Proof. The fact that J,G and S are well defined follows the standard procedure. The
first two statements follows from the Hölder inequality, the boundedness of h and
the compact embedding W 1,p

0 (Ω) ↪→↪→ Lp(Ω). Let us prove the third statement.
Indeed, let un ⇀ u0 in W 1,p

0 (Ω) and

lim sup
n→∞

〈J(un), un − u0〉 ≤ 0.

Then limn→∞〈J(u0), un − u0〉 = 0, and so

0 ≥ lim sup
n→∞

〈J(un)− J(u0), un − u0〉

= lim sup
n→∞

∫
Ω

(
|∇un(x)|p−2∇un(x)− |∇u0(x)|p−2∇u0(x)

)(
∇un(x)−∇u0(x)

)
dx

≥ lim sup
n→∞

{∫
Ω

|∇un(x)|pdx−
( ∫

Ω

|∇un(x)|pdx

) p−1
p

( ∫
Ω

|∇u0(x)|pdx

) 1
p

−
( ∫

Ω

|∇u0(x)|pdx

) p−1
p

( ∫
Ω

|∇un(x)|pdx

) 1
p

−
∫

Ω

|∇u0(x)|pdx

}
= lim sup

n→∞

[
‖un‖p−1 − ‖u0‖p−1

][
‖un‖ − ‖u0‖

]
≥ 0,

where the last inequality follows from the fact that s 7→ |s|p−1 is strictly increasing
on (0,∞). Hence ‖un‖ → ‖u0‖, and due to the uniform convexity of W 1,p

0 (Ω) we
have un → u0 in W 1,p

0 (Ω). Thus J satisfies the (S+) condition.
Finally, we prove the fourth statement. Indeed, the strict monotonicity of s 7→ |s|p−2

implies that
〈J(u)− J(v), u− v〉 > 0 for u 6= v.
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Hence J is injective. To prove that J−1 is continuous we proceed via contradiction.
Suppose there exists a sequence {fn}∞n=1, fn → f in (W 1,p

0 (Ω))∗ and

‖J−1(fn)− J−1(f)‖ ≥ δ for a δ > 0.

Let un := J−1(fn) and u := J−1(f). It follows that

‖fn‖‖un‖ ≥ 〈fn, un〉 = 〈J(un), un〉 = ‖un‖p, i.e., ‖un‖p−1 ≤ ‖fn‖.
We may then assume un ⇀ ũ in W 1,p

0 (Ω) due to the reflexivity of W 1,p
0 (Ω). Hence

〈J(un)− J(ũ), un − ũ〉 = 〈J(un)− J(u), un − ũ〉+ 〈J(u)− J(ũ), un − ũ〉 → 0

since J(un) → J(u) in (W 1,p
0 (Ω))∗. Then we have

0 = lim
n→∞

〈J(un)− J(ũ), un − ũ〉 ≥ lim
n→∞

[
‖un‖p−1 − ‖ũ‖p−1

][
‖un‖ − ‖ũ‖

]
≥ 0,

i.e., ‖un‖ → ‖ũ‖. Hence un → ũ follows due to the fact that W 1,p
0 (Ω) is a uniformly

convex Banach space. Since J is continuous and injective, ũ = u, a contradiction.
�

We state our main result as follows.

Theorem 2.3. Let λ < λ1 and let h : Ω × R → R be a bounded Carathéodory
function. Then the problem (1.1) has at least one weak solution.

Proof. We set
T = J − λG− S,

such that J,G and S are as above. Then existence of a weak solution of (1.1) is
equivalent to the existence of a solution of the operator equation

T (u) = 0. (2.1)

Our plan is to use the degree argument to prove the existence of a solution of
(2.1). By Lemma 2.2, the operator T is a bounded and demicontinuous operator
satisfying the (S+) condition.
The operator J satisfies

〈J(u), u〉 = ‖u‖p.

Moreover, J and G are odd mappings and (p− 1)-homogeneous, i.e.,

J(tu) = tp−1J(u) and G(tu) = tp−1G(u) for any t > 0, u ∈ W 1,p
0 (Ω).

Our sketch is the following. The existence of at least one solution of (2.1) would
follow from

deg(J − λG− S, B(0;R), 0) 6= 0 (2.2)
if we found a ball B(0;R) for which (2.2) is valid. To prove (2.2) we use the homotopy
invariance property of the degree (Theorem 2.1(iii)) and connect the operator J −
λG−S with the operator J−λG on the boundary of a ball B(0;R) with a sufficiently
large radius R > 0. Once this is done we finally use

deg(J − λG,B(0;R), 0) 6= 0. (2.3)

(The value of the degree in (2.3) is an odd number according to Theorem 2.1(ii)).
So, to complete the proof, we have to find an admissible homotopy connecting
J − λG− S and J − λG. We define a homotopy

Tτ (u) := J(u)− λG(u)− τS(u), τ ∈ [0, 1], u ∈ W 1,p
0 (Ω).

It is enough to prove that there exists R > 0 such that for all u ∈ W 1,p
0 (Ω), ‖u‖ = R

and τ ∈ [0, 1] we have
Tτ (u) 6= 0. (2.4)
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Assume, by contradiction, that no such R > 0 exists, i.e., we can find sequence
{un}∞n=1 ⊂ W 1,p

0 (Ω) and {τn}∞n=1 ⊂ [0, 1] such that ‖un‖ → ∞ and

J(un)− λG(un)− τnS(un) = 0. (2.5)

We set vn := un

‖un‖p−1 , divide (2.5) by ‖un‖p−1 and use that J and G are (p − 1)-
homogenous to get

J(vn)− λG(vn)− τn
S(un)
‖un‖p−1

= 0. (2.6)

Due to the reflexivity of W 1,p
0 (Ω) and the compactness of the interval [0, 1], passing

to suitable subsequence, we may assume that

vnk
⇀ v in W 1,p

0 (Ω) and τnk
→ τ ∈ [0, 1].

Let M := supx∈Ω, s∈R |h(x, s)|. We have∫
Ω

|h(x, unk
(x))|

‖unk
‖p−1

|v(x)|dx ≤ M

∫
Ω

|v(x)|
‖unk

‖p−1
dx ≤ M1

‖v‖
‖unk

‖p−1
→ 0 as k →∞,

where M1 > 0 is a constant. To summarize, since G is compact, we have

τnk

S(unk
)

‖unk
‖p−1

→ 0, (2.7)

λG(vnk
) → λG(v), (2.8)

in (W 1,p
0 (Ω))∗ as k →∞.

So, putting together (2.6)-(2.8) we also obtain that

J(vnk
) → λG(v)

in (W 1,p
0 (Ω))∗ as k →∞, i.e.,

vnk
→ J−1(λG(v))

in W 1,p
0 (Ω) as k →∞ (Remember that J is invertible and its inverse is continuous).

Since at the same time vnk
⇀ v in W 1,p

0 (Ω), we have

vnk
→ v in W 1,p

0 (Ω)

and
J(v)− λG(v) = 0 in (W 1,p

0 (Ω))∗ for a τ ∈ [0, 1]. (2.9)
Since ‖vnk

‖ = 1 for all k = 1, 2, . . . , we have ‖v‖ = 1. However, this contradicts the
assumption λ < λ1. It proves that (2.4) holds, i.e., the homotopy Tτ is admissible.
This completes the proof. �

3. THE CASE p = 2 AND λ = λ1

Let us assume that p = 2 and consider the eigenvalue problem{
−∆u(x) = λu(x) in Ω,
u = 0 on ∂Ω.

(3.1)

It is known that the eigenvalues of (3.1) form an increasing sequence

0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · , λn →∞.

In fact, it is also possible to prove that λ1 has multiplicity 1 (i.e., λ1 < λ2) and the
corresponding eigenfunction ϕ1 ∈ W 1,2

0 (Ω) is positive in Ω. Moreover, we have∫
Ω

∇ϕ1(x)∇v(x)dx = λ1

∫
Ω

ϕ1(x)v(x)dx, (3.2)

for any v ∈ W 1,2
0 (Ω).
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Now, We formulate the following Theorem.

Theorem 3.1. Let h : Ω× R → R be a bounded Carathéodory function and satisfy
the following conditions:

(i) lims→+∞ h(x, s) = h(x,+∞), lims→−∞ h(x, s) = h(x,−∞), for a.a.
x ∈ Ω;

(ii) h(x,−∞) < h(x, s) < h(x, +∞), for a.a. x ∈ Ω and for all s ∈ R.

Then, the problem {
−∆u(x) = λ1u(x) + h(x, u(x)) in Ω,
u = 0 on ∂Ω,

(3.3)

has at least one weak solution if and only if∫
Ω

h(x,−∞)ϕ1(x)dx < 0 <

∫
Ω

h(x,+∞)ϕ1(x)dx. (3.4)

Proof. For the sufficiency part we will follow a scheme similar to the proof of Theo-
rem 2.3, but now J,G, S : W 1,2

0 (Ω) → W 1,2
0 (Ω) and

(J(u), v) :=
∫

Ω

∇u(x)∇v(x)dx = (u, v),

(G(u), v) :=
∫

Ω

u(x)v(x)dx,

(S(u), v) :=
∫

Ω

h(x, u(x))v(x)dx

for any u, v ∈ W 1,2
0 (Ω). For δ > 0 so small that λ1 + δ < λ2 we define a homotopy

Tτ (u) := u− λ1G(u)− (1− τ)δG(u)− τS(u), τ ∈ [0, 1], u ∈ W 1,2
0 (Ω).

Performing all steps as in the proof of Theorem 2.3 we arrive at an analogue of (2.9),
namely,

v −
[
λ1 + (1− τ)δ

]
G(v) = 0, ‖v‖ = 1, for a τ ∈ [0, 1],

This is a contradiction if τ 6= 1, since λ1 + (1 − τ)δ is not an eigenvalue (λ1 <
λ1 + (1− τ)δ < λ2) and v 6= 0.

Let us assume τ = 1, i.e., τnk
→ 1. Now, however, we have no contradiction,

since λ1 is an eigenvalue and
v − λ1G(v) = 0

has a solution with ‖v‖ = 1. Another step is necessary to reach a contradiction
and to prove that the homotopy Tτ is admissible. We have to revise the last step
when passing to the limit in

vn − λ1G(vn)− (1− τn)δG(vn)− τn
S(un)
‖un‖

= 0

and employ special properties of S. Namely,

unk
− λ1G(unk

)− (1− τnk
)δG(unk

)− τnk
S(unk

) = 0

is equivalent to the integral identity∫
Ω

∇unk
(x)∇w(x)dx =

[
λ1+(1−τnk

)δ
] ∫

Ω

unk
(x)w(x)dx+τnk

∫
Ω

h(x, unk
(x))w(x)dx

(3.5)
for all w ∈ W 1,2

0 (Ω). Taking w = ϕ1 in (3.5) and using the fact that∫
Ω

∇unk
(x)∇ϕ1(x)dx = λ1

∫
Ω

unk
(x)ϕ1(x)dx,
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(see (3.2)), we obtain

(τnk
− 1)δ

∫
Ω

unk
(x)ϕ1(x)dx = τnk

∫
Ω

h(x, unk
(x))ϕ1(x)dx. (3.6)

As above, vnk
:= unk

‖unk
‖ → v in W 1,2

0 (Ω) and v = κϕ1 with a κ 6= 0. Assume that κ >

0. Since vnk
→ κϕ1 in W 1,2

0 (Ω), by the compact embedding W 1,2
0 (Ω) ↪→↪→ L2(Ω),

we have vnk
→ κϕ1 in L2(Ω). Hence (at least for a subsequence) vnk

(x) → κϕ1 > 0
a.e. in Ω, i.e., unk

(x) → +∞ a.e. in Ω. Passing to the limit in (3.6) and using
τnk

→ 1− and the Lebesgue Dominated Convergence Theorem, we obtain∫
Ω

h(x, +∞)ϕ1(x)dx = lim
k→∞

(τnk
− 1)δ

∫
Ω

unk
(x)ϕ1(x)dx ≤ 0.

This contradicts the second inequality in (3.4). Similarly, if κ < 0, then (at least for
a subsequence) unk

(x) → −∞ a.e. in Ω. Passing to the limit in (3.6), we obtain∫
Ω

h(x,−∞)ϕ1(x)dx = lim
k→∞

(τnk
− 1)δ

∫
Ω

unk
(x)ϕ1(x)dx ≥ 0.

This contradicts the first inequality in (3.4). This proves that Tτ is admissible, and
so (3.4) is sufficient for the existence of a weak solution of (3.3).

To prove that (3.4) is also necessary we proceed as follows. Let u0 be a weak
solution of (3.3), i.e.,∫

Ω

∇u0(x)∇v(x)dx = λ1

∫
Ω

u0(x)v(x)dx +
∫

Ω

h(x, u0(x))v(x)dx,

for any v ∈ W 1,2
0 (Ω). Take v = ϕ1, then∫

Ω

∇u0(x)∇ϕ1(x)dx = λ1

∫
Ω

u0(x)ϕ1(x)dx +
∫

Ω

h(x, u0(x))ϕ1(x)dx.

Using (3.2), we have ∫
Ω

h(x, u0(x))ϕ1(x)dx = 0.

By assumption (ii),

h(x,−∞) < h(x, u0(x)) < h(x, +∞). (3.7)

Multiply (3.7) by ϕ1(> 0) and integrate. Then∫
Ω

h(x,−∞)ϕ1(x)dx < 0 <

∫
Ω

h(x, +∞)ϕ1(x)dx,

and we have the result. �

Similarly to the proof of Theorem 3.1, we can prove the following

Theorem 3.2. Let h : Ω× R → R be a bounded Carathéodory function and satisfy
the following conditions:

(i) lims→+∞ h(x, s) = h(x, +∞), lims→−∞ h(x, s) = h(x,−∞), for a.a.
x ∈ Ω;

(ii) h(x,+∞) < h(x, s) < h(x,−∞), for a.a. x ∈ Ω and for all s ∈ R.

Then, the problem (3.3) has at least one weak solution if and only if∫
Ω

h(x, +∞)ϕ1(x)dx < 0 <

∫
Ω

h(x,−∞)ϕ1(x)dx. (3.8)

Remark 3.3. It is possible to solve the problem (3.3) directly by means of the Leray-
Schauder degree theory as well, since the operator J in the proof of Theorem 3.1 is
just an identity on W 1,2

0 (Ω).
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NECESSARY AND SUFFICIENT OPTIMALITY CONDITIONS FOR FVPS WITH

GENERALIZED BOUNDARY CONDITIONS
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School of Science, Wuhan University of Science and Technology, Wuhan 430065, P.R. China

ABSTRACT. This paper presents the necessary and sufficient optimality conditions for frac-
tional variational problems with generalized boundary conditions. The Lagrangian that we
consider depends on left Caputo fractional derivatives of order α and which also depends on
the boundary points y(a) and y(b),the terminal time b, and the end point y(b) may be not
specified . Examples are presented to demonstrate the application of the formulations.

KEYWORDS : Necessary and sufficient optimality conditions; Caputo fractional derivatives;
Generalized boundary conditions; Fractional variational problems.

1. INTRODUCTION

Fractional calculus is the branch of mathematics that generalizes the deriva-
tive and the integral of a function to a noninteger order. The study of fractional
problems of the calculus of variations is a subject of current strong research due
to its many applications in science, engineering, mechanics, chemistry, biology,
economics and control theory (see [3, 4, 8–10, 13]).

The fractional calculus of variations was introduced by Riewe in [11, 12], where
he developed Hamiltonian, and other concepts of classical mechanics using frac-
tional calculus.

Klimek presented a fractional sequential mechanics model with symmetric frac-
tional derivatives [5] and stationary conservation laws for fractional differential
equations with variable coefficients [6].

In [1], Agrawal combined the calculus of variations and the concepts of fractional
derivatives to obtain the fractional variational problems.

In [2], Agrawal considered the functional which had unspecified end points. The
extremal function satisfied the terminal condition y(a) = ya and intersected the
curve z = c(x) for the first time at b , i.e. y(b) = c(b). Here c(x) was the specified
curve.
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In [7], the two authors discussed the necessary optimality conditions for the
functionals of the form:J(y) = Iγ

a+L(x, y(x),R Dα
a+y, y(a)).

In this paper, we will develop the theory of fractional variational calculus fur-
ther by proving the necessary and sufficient optimality conditions for more general
problems. The functional that we consider has the form:

J(y) =
∫ b

a

L(x, y(x),C Dα
a+y(x), y(a), y(b))dx −→ min (VP)

where L(x, y, u, v, w) is a function with continuous first and second (partial)
derivatives with respect to all its arguments. And y(x) has continuous left Caputo
fractional derivatives of order α, here 0 < α < 1. The initial time x = a is specified,
while the initial point y(a), the terminal time b , and the end point y(b) may be not
specified. In some cases, the end point y(x) may intersect a specified curve at the
terminal time.

2. PRELIMINARIES

2.1. REVIEW ON FRACTIONAL CALCULUS. Let f : [a, b] −→ R be a function, α a
positive real number, n the integer satisfying that n − 1 ≤ α < n,and Γ the Euler
gamma function.
2.1.1.The left and right Riemann-Liouville fractional integrals of order α are defined
by

Iα
a+f(x) =

1
Γ(α)

∫ x

a

(x− t)α−1f(t)dt

and

Iα
b−f(x) =

1
Γ(α)

∫ b

x

(t− x)α−1f(t)dt

respectively;
2.1.2. The left and right Riemann-Liouville fractional derivatives of order α are
defined by

Dα
a+f(x) =

dn

dxn
In−α
a+ f(x) =

1
Γ(n− α)

dn

dxn

∫ x

a

(x− t)n−α−1f(t)dt

and

Dα
b−f(x) = (−1)n dn

dxn
In−α
b− f(x) =

(−1)n

Γ(n− α)
dn

dxn

∫ b

x

(t− x)n−α−1f(t)dt

respectively;
2.1.3. The left and right Caputo fractional derivatives of order α are defined by

CDα
a+f(x) = In−α

a+

dn

dxn
f(x) =

1
Γ(n− α)

∫ x

a

(x− t)n−α−1f (n)(t)dt

and

CDα
b−f(x) = (−1)nIn−α

b−
dn

dxn
f(x) =

1
Γ(n− α)

∫ b

x

(−1)n(t− x)n−α−1f (n)(t)dt

respectively.
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2.2. INTEGRATION BY PARTS FOR CAPUTO FRACTIONAL DERIVATIVES.∫ b

a

g(x) ·C Dα
a+f(x)dx =

∫ b

a

f(x) ·Dα
b−g(x)dx +

n−1∑
j=0

[Dα+j−n
b− g(x) ·Dn−1−j

b− f(x)]ba

and∫ b

a

g(x)·CDα
b−f(x)dx =

∫ b

a

f(x)·Dα
a+g(x)dx+

n−1∑
j=0

[(−1)n+jDα+j−n
a+ g(x)·Dn−1−j

a+ f(x)]ba

Therefore, if 0 < α < 1, we obtain∫ b

a

g(x) ·C Dα
a+f(x)dx =

∫ b

a

f(x) ·Dα
b−g(x)dx + [I1−α

b− g(x) · f(x)]ba

and ∫ b

a

g(x) ·C Dα
b−f(x)dx =

∫ b

a

f(x) ·Dα
a+g(x)dx− [I1−α

a+ g(x) · f(x)]ba

Moreover, if f is a function such that f(a) = f(b) = 0,we have the simpler formulas:∫ b

a

g(x) ·C Dα
a+f(x)dx =

∫ b

a

f(x) ·Dα
b−g(x)dx

and ∫ b

a

g(x) ·C Dα
b−f(x)dx =

∫ b

a

f(x) ·Dα
a+g(x)dx

3. Necessary optimality conditions

We will discuss the necessary optimality conditions for the problem (VP) in dif-
ferent cases of boundary conditions.

Case1. The initial point y(a) is specified .

Theorem 3.1. If the terminal time x = b and the end point y(b) are specified as
well. Assume that Y (x) is the desired function, which satisfies that Y (a) = Ya and
Y (b) = Yb. Then, Y (x) satisfies the fractional E-L equation:

∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

= 0

Proof. Define a family of curves:

y(x) = Y (x) + εη(x) (3.1)

where η(x) is a variation of y(x).
Substituting (3.1) into (VP), we obtain

J(ε) =
∫ b

a

L(x, Y + εη,C Dα
a+(Y + εη), Y (a) + εη(a), Y (b) + εη(b))dx

For simplicity, we write L(x, Y + εη,C Dα
a+(Y + εη), Y (a) + εη(a), Y (b) + εη(b)) as

L̂,
and write L(x, Y,C Dα

a+Y, Y (a), Y (b)) as L,
Find the expression for dJ/dε

dJ

dε
=

∫ b

a

∂2L̂ · η + ∂3L̂ ·C Dα
a+η + ∂4L̂ · η(a) + ∂5L̂ · η(b)dx
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Notice that J(ε) ≥ J(0),then

dJ

dε
|ε=0=

∫ b

a

∂2L · η + ∂3L
CDα

a+η + ∂4L · η(a) + ∂5L · η(b)dx = 0

Using integration by parts∫ b

a

η(∂2L + Dα
b−∂3L)dx + η(I1−α

b− ∂3L) |ba +
∫ b

a

η(a)∂4L + η(b)∂5Ldx

=
∫ b

a

η(
∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

)dx + η(I1−α
b−

∂L

∂CDα
a+Y

) |ba

+
∫ b

a

η(a)
∂L

∂Y (a)
dx +

∫ b

a

η(b)
∂L

∂Y (b)
dx = 0

(3.2)
Since η(x) is arbitrary, I1−α

b−
∂L

∂CDα
a+Y

) |x=b= 0, η(a) = 0, and η(b) = 0, which gives
the fractional E-L equation in the form

∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

= 0 (3.3)

�

Theorem 3.2. If the terminal time x = b is specified, while the end point y(b) is
unspecified. Assume that Y (x) is the desired function. Then, Y (x) satisfies the
following fractional E-L equation and the transversality condition.

∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

= 0

and ∫ b

a

∂L

∂Y (b)
dx = 0

Proof. Using the same way as theorem 3.1, we get

dJ

dε
|ε=0=

∫ b

a

η(
∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

)dx + η(I1−α
b−

∂L

∂CDα
a+Y

) |ba

+
∫ b

a

η(a)
∂L

∂Y (a)
dx +

∫ b

a

η(b)
∂L

∂Y (b)
dx = 0

Since η(x) is arbitrary, which gives the fractional E-L equation as
∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

= 0

Since I1−α
b−

∂L
∂CDα

a+Y
|x=b= 0 and η(a) = 0,we have∫ b

a

η(b)
∂L

∂Y (b)
dx = η(b)

∫ b

a

∂L

∂Y (b)
dx = 0

We know that η(b) is arbitrary,which gives the transversality condition as∫ b

a

∂L

∂Y (b)
dx = 0 (3.4)

�
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Theorem 3.3. If the terminal time x = b and the end point y(b) are both unspecified,
and the function y(x) intersects the curve z = c(x) for the first time at x = b, i.e.
y(b) = c(b). Here z = c(x) is the specified curve.

Assume that Y (x) is the desired function, which intersects the curve z = c(x) at
x = B, i.e. Y (B) = c(B). Then, Y (x) satisfies the following fractional E-L equation
and the transversality condition.

∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

= 0

and

[(Dc−DY )
∫ B

a

∂L

∂Y (B)
dx + L] |x=B= 0

Proof. Define a family of curves

y(x) = Y (x) + εη(x) (3.5)

We further define a set of end points:

b = B + εδ(b) (3.6)

Where δ(b) is a variation of b.
Substituting (3.5) and (3.6) into (VP), then the equation (VP) can be rewritten as

J(ε) =

Z B+εδ(b)

a

L[x, Y +εη,C Dα
a+(Y +εη), Y (a)+εη(a), Y (B +εδ(b))+εη(B +εδ(b))]dx

For simplicity, we write L[x, Y +εη,C Dα
a+(Y +εη), Y (a)+εη(a), Y (B+εδ(b))+εη(B+εδ(b))]

as bL, and write L[x, Y,C Dα
a+Y, Y (a), Y (B)] as L. Then

dJ

dε
=

Z B+εδ(b)

a

∂2
bL · η + ∂3

bL ·C Dα
a+η + ∂4

bL · η(a) + ∂5
bL · η(B + εδ(b))dx

+δ(B + εδ(b))L[B + εδ(b), Y + εη,C Dα
a+(Y + εη),

Y (a) + εη(a), Y (B + εδ(b)) + εη(B + εδ(b))]

Notice that J(ε) ≥ J(0), then we have

dJ

dε
|ε=0=

Z B

a

∂2L · η + ∂3L ·C Dα
a+η + ∂4L · η(a) + ∂5L · η(B)dx

+L(B, Y,C Dα
a+Y, Y (a), Y (B))δ(B)

Using integration by parts

dJ

dε
|ε=0=

Z B

a

η(∂2L + Dα
B−∂3L)dx + η · (I1−α

B− ∂3L) |Ba +

Z B

a

∂4L · η(a)dx

+

Z B

a

∂5L · η(B)dx + L(B, Y,C Dα
a+Y, Y (a), Y (B))δ(B) = 0

Since η(x) is arbitrary, which gives the fractional E-L equation as
∂L

∂Y
+ Dα

B−
∂L

∂CDα
a+Y

= 0

Since I1−α
B− ∂3L |x=B= 0 and η(a) = 0, we obtain

η(B)

Z B

a

∂L

∂Y (B)
dx + δ(B)L(B, Y,C Dα

a+Y, Y (a), Y (B)) = 0 (3.7)

We notice that
y(b) = c(b) (3.8)

By using (3.5) and (3.6), the equation (3.8) becomes
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Y (B + εδ(b)) + εη(B + εδ(b)) = c(B + εδ(b)) (3.9)

Differentiating equation (3.9) with respect to ε and then setting ε = 0,we get

DY (B) · δ(B) + η(B) = Dc(B) · δ(B) (3.10)

Here D(·) = d(·)
dx

We further get

η(B) = δ(B)D(c(B) − Y (B)) (3.11)

Substituting (3.11) into (3.7), then (3.7) becomes the form

δ(B)[(Dc − DY )

Z B

a

∂L

∂Y (B)
dx + L] |x=B= 0

Since δ(B) is arbitrary, then the transversality condition is given below

[(Dc − DY )

Z B

a

∂L

∂Y (B)
dx + L] |x=B= 0 (3.12)

�

Case 2. The initial point y(a) is unspecified.

Theorem 3.4. If the terminal time x = b and the end point y(b) are both specified.
Assume that Y (x) is the desired function, which satisfies that Y (b) = Yb.
Then, Y (x) satisfies the following fractional E-L equation and the transversality
condition.

∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

= 0

and ∫ b

a

∂L

∂Y (a)
dx− 1

Γ(1− α)

∫ b

a

(t− a)−α ∂L(t)
∂CDα

a+Y (t)
dt = 0

Proof. Using the same way as theorem 3.1, we get

dJ

dε
|ε=0=

∫ b

a

η(
∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

)dx + η(I1−α
b−

∂L

∂CDα
a+Y

) |ba

+
∫ b

a

η(a)
∂L

∂Y (a)
dx +

∫ b

a

η(b)
∂L

∂Y (b)
dx = 0

Since η(x) is arbitrary, which gives the fractional E-L equation as
∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

= 0

Since η(b) = 0 and I1−α
b−

∂L
∂CDα

a+Y
|x=b= 0,we have

η(a)[
∫ b

a

∂L

∂Y (a)
dx− I1−α

b−
∂L

∂CDα
a+Y

|x=a] = 0 (3.13)

We know that η(a) is arbitrary, therefore (3.13) becomes∫ b

a

∂L

∂Y (a)
dx− I1−α

b−
∂L

∂CDα
a+Y

|x=a= 0 (3.14)
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We further get the transversality conditions as follow∫ b

a

∂L

∂Y (a)
dx− 1

Γ(1− α)

∫ b

a

(t− a)−α ∂L(t)
∂CDα

a+Y (t)
dt = 0

�

Theorem 3.5. If the terminal time x = b is specified, while the end point y(b) is
unspecified. Assume that Y (x) is the desired function. Then, Y (x) satisfies the
following fractional E-L equation and the transversality condition.

∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

= 0

and ∫ b

a

∂L

∂Y (a)
dx− 1

Γ(1− α)

∫ b

a

(t− a)−α ∂L(t)
∂CDα

a+Y (t)
dt = 0∫ b

a

∂L

∂Y (b)
dx = 0

Proof. Using the same way as theorem 3.1, we get

dJ

dε
|ε=0=

∫ b

a

η(
∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

)dx + η(I1−α
b−

∂L

∂CDα
a+Y

) |ba

+
∫ b

a

η(a)
∂L

∂Y (a)
dx +

∫ b

a

η(b)
∂L

∂Y (b)
dx = 0

Since η(x) is arbitrary,which gives the fractional E-L equation as

∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

= 0

Since I1−α
b−

∂L
∂CDα

a+Y
|x=b= 0 ,we have

η(a)[
∫ b

a

∂L

∂Y (a)
dx− I1−α

b−
∂L

∂CDα
a+Y

|x=a] + η(b)
∫ b

a

∂L

∂Y (b)
dx = 0

We know that η(a) and η(b) are both arbitrary, the transversality conditions are
given below ∫ b

a

∂L

∂Y (a)
dx− 1

Γ(1− α)

∫ b

a

(t− a)−α ∂L(t)
∂CDα

a+Y (t)
dt = 0∫ b

a

∂L

∂Y (b)
dx = 0

�

Theorem 3.6. If the terminal time x = b and the end point y(b) are both unspecified,
and the function y(x) intersects the curve z = c(x) for the first time at x = b, i.e.
y(b) = c(b), where z = c(x) is the specified curve.

Assume that Y (x) is the desired function, which intersects the curve z = c(x) at
x = B, i.e. Y (B) = c(B). Then, Y (x) satisfies the following fractional E-L equation
and the transversality condition.

∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

= 0

and
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[(Dc−DY )
∫ B

a

∂L

∂Y (B)
dx + L] |x=B= 0∫ B

a

∂L

∂Y (a)
dx− 1

Γ(1− α)

∫ B

a

(t− a)−α ∂L(t)
∂CDα

a+Y (t)
dt = 0

Proof. Using the same way as theorem 3.1, we obtain

dJ

dε
|ε=0=

∫ B

a

η(∂2L + Dα
B−∂3L)dx + η · (I1−α

B− ∂3L) |Ba +
∫ B

a

∂4L · η(a)dx

+
∫ B

a

∂5L · η(B)dx + L(B, Y,C Dα
a+Y, Y (a), Y (B))δ(B) = 0

Since η(x) is arbitrary,which gives the fractional E-L equation as

∂L

∂Y
+ Dα

B−
∂L

∂CDα
a+Y

= 0

Since I1−α
B− ∂3L |x=B= 0,we get

η(a)(
∫ B

a

∂L

∂Y (a)
dx− I1−α

B−
∂L

∂CDα
a+Y

|x=a) + η(B)
∫ B

a

∂L

∂Y (B)
dx

+δ(B)L(B, Y,C Dα
a+Y, Y (a), Y (B)) = 0 (3.15)

From theorem 3.3, we know that

η(B) = δ(B)D(c(B)− Y (B)) (3.16)
Substituting (3.16) into (3.15), then (3.15) becomes the following form

η(a)(

Z B

a

∂L

∂Y (a)
dx − I1−α

B−
∂L

∂CDα
a+Y

|x=a) + δ(B)[(Dc − DY )

Z B

a

∂L

∂Y (B)
dx + L] |x=B= 0

Since η(a) and η(B) are both arbitrary, the transversality conditions are given below

[(Dc − DY )

Z B

a

∂L

∂Y (B)
dx + L] |x=B= 0

and

Z B

a

∂L

∂Y (a)
dx − 1

Γ(1 − α)

Z B

a

(t − a)−α ∂L(t)

∂CDα
a+Y (t)

dt = 0

�

4. SUFFICIENT CONDITIONS

In this section, we prove the sufficient optimality conditions of the following
functional

J(y) =
∫ b

a

L(x, y(x),C Dα
a+y(x), y(a), y(b))dx −→ min (4.0)

Where 0 < α < 1,the initial time a and the terminal time b are both specified, while,
the boundary points y(a) and y(b) are both free.

Some conditions of convexity are in order. Given a function L = L(x, y, u, v, w),we
say that L is jointly convex in (y, u, v, w), if ∂L

∂y , ∂L
∂u , ∂L

∂v , ∂L
∂w exist and are continuous

and verify the following condition:
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L(x, y + y1, u + u1, v + v1, w + w1)− L(x, y, u, v, w)

≥ ∂L

∂y
· y1 +

∂L

∂u
· u1 +

∂L

∂v
· v1 +

∂L

∂w
· w1

for all (x, y, u, v, w), (x, y + y1, u + u1, v + v1, w + w1) ∈ [a, b]×R4

Theorem 4.1. Let L(x, y, u, v, w) be jointly convex in (y, u, v, w). If y satisfies the
fractional E-L equation

∂L

∂Y
+ Dα

b−
∂L

∂CDα
a+Y

= 0 (4.1)

and the transversality conditions∫ b

a

∂L

∂Y (a)
dx− 1

Γ(1− α)

∫ b

a

(t− a)−α ∂L(t)
∂CDα

a+Y (t)
dt = 0 (4.2)

∫ b

a

∂L

∂Y (b)
dx = 0 (4.3)

Then, y is a global minimizer to the functional (4.0).

Proof. Since L is jointly convex in (y, u, v, w), for any admissable function y + η,
we have

J(y + η)− J(y) =
∫ b

a

L(x, y + η,C Dα
a+(y + η), y(a) + η(a), y(b) + η(b))

−L(x, y,C Dα
a+y, y(a), y(b))dx

≥
∫ b

a

∂L

∂y
· η +

∂L

∂CDα
a+y

CDα
a+η +

∂L

∂y(a)
· η(a) +

∂L

∂y(b)
· η(b)dx

Using integration by parts

J(y + η)− J(y) ≥
∫ b

a

η(
∂L

∂y
+ Dα

b−(
∂L

∂CDα
a+y

))dx + η(a)[
∫ b

a

∂L

∂y(a)

−I1−α
b−

∂L

∂CDα
a+y

|x=a] + η(b)
∫ b

a

∂L

∂y(b)
dx = 0

Since y satisfies (4.1)-(4.3), thus we obtain J(y + η)− J(y) ≥ 0.
We can similarly prove the sufficient optimality conditions of the functional (VP)
with other different boundary conditions. �

5. ILLUSTRATIVE EXAMPLES

Consider the following functional:

J(y) =
∫ b

a

y2(x) + (CDα
a+y(x))2 + y(a)2 + y(b)2dx −→ min

Where the initial time x = a is specified. We will discuss its E-L equations and
transversality conditions in different cases of boundary conditions.

Case1. The initial point is specified i.e. y(a) = ya
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Example 5.1. If the terminal time x = b and the end point y(b) are both specified.
This problem becomes a specified boundary conditions problem. Assume y(x) is

the desired function, we get the generalized fractional E-L equation in the following
form:

y(x) + Dα
b−(CDα

a+y(x)) = 0

Example 5.2. If the terminal time x = b is specified, while the end point y(b) is
unspecified.We get the generalized fractional E-L equation and the transversality
condition, respectively, in the following form:

y(x) + Dα
b−(CDα

a+y(x)) = 0
and

y(b)(b− a) = 0

Example 5.3. If the terminal time x = b and the end point y(b) are both unspecified
in advance, and the function y(x) intersects the curve c(x) = x2 ,for the first time
at x = b,i.e y(b) = c(b) = b2.

Assume that y(x) is the desired function, and it satisfies y(b) = b2.
For this problem, we get the generalized fractional E-L equation and the transver-

sality condition, respectively, in the following form:

y(x) + Dα
b−(CDα

a+y(x)) = 0
and

2(2b−Dy(b))y(b)(b− a) + L(b, y,C Dα
a+y, y(a), y(b)) = 0

Case2.The initial point is unspecified.

Example 5.4. If the terminal time x = b and the end point y(b) are both specified.
We get the generalized fractional E-L equation in the following form:

y(x) + Dα
b−(CDα

a+y(x)) = 0
and

y(x) + Dα
b−(CDα

a+y(x)) = 0

y(a)(b− a)− 1
Γ(1− α)

∫ b

a

(t− a)−α ·C Dα
a+y(t)dt = 0

Example 5.5. If the terminal time x = b is specified, while the end point y(b) is
unspecified.We get the generalized fractional E-L equation in the following form:

y(x) + Dα
b−(CDα

a+y(x)) = 0
and

y(b)(b− a) = 0

y(a)(b− a)− 1
Γ(1− α)

∫ b

a

(t− a)−α ·C Dα
a+y(t)dt = 0
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Example 5.6. If the terminal time x = b and the end point y(b) are both unspecified
in advance, and the function y(x) intersects the curve c(x) = x2, for the first time
at x = b, i.e y(b) = c(b) = b2.

Assume that y(x) is the desired function, and it satisfies y(b) = b2.
For this problem, we get the generalized fractional E-L equation and the transver-

sality condition, respectively, in the following form:

y(x) + Dα
b−(CDα

a+y(x)) = 0
and

y(a)(b− a)− 1
Γ(1− α)

∫ b

a

(t− a)−α ·C Dα
a+y(t)dt = 0

2(2b−Dy(b))y(b)(b− a) + L(b, y,C Dα
a+y, y(a), y(b)) = 0
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ABSTRACT. The central issues that are addressed by the theory of best approximation are
related to the questions of existence, uniqueness, characterizations and qualitative proper-
ties of the minimizing functions. The theory can also estimate the rapidity of convergence
of a sequence of functions converging to a minimizing function. The aim of this article is
to introduce and study the notions of best approximation, proximal set, Chebyshev set and
approximatively compact set in the new setup of intuitionistic fuzzy n-normed linear spaces.
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1. INTRODUCTION

Since the introduction of fuzzy set theory by Zadeh [40] in 1965, fuzzy logic
became an important area of research in various branches of mathematics such
as metric and topological spaces [8, 12, 16], theory of functions [15, 38], approx-
imation theory [1], etc. Fuzzy set theory also found applications for modeling
uncertainty and vagueness in various fields of science and engineering. The notion
of intuitionistic fuzzy set (IFS) introduced by Atanassov [4] has triggered a lot of de-
bate (for details, see [6, 7, 13]) regarding the use of the terminology ‘‘intuitionistic’’
and the term is considered to be a misnomer on the following account:

• The algebraic structure of IFSs in not intuitionistic, since negation is invo-
lutive in IFS theory.

• Intuitionistic logic obeys the law of contradiction, IFSs do not.
Also IFSs are considered to be equivalent to interval-valued fuzzy sets and they are
particular cases of L-fuzzy sets. In response to this debate, Attanassov justified the
terminology in [2]. Apart from the terminological issues, research in intuitionistic
fuzzy setting remains well motivated as IFSs give us a very natural tool for modeling
imprecision in real life situations and found its application in various area of science
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and engineering, e.g., this theory has been extensively used in decision making
problems [3] and E-infinity theory of high energy physics [22].

The theory of 2-norm and n-norm on a linear space was introduced by S.
Gähler [10, 11], which was developed by S.S. Kim and Y.J. Cho [18], R. Mal-
ceski [20], A. Misiak [21], H. Gunawan and M. Mashadi [14]. Fuzzy norm on a
linear space was first introduced by Katsaras [17] and studied by various authors
from different points of view [5, 9, 16, 19, 39]. Vĳayabalaji and Narayanan [36]
extended n-normed linear space to fuzzy n-normed linear space. Saadati and
Park [24] introduced the notion of intuitionistic fuzzy normed space while the no-
tion of intuitionistic fuzzy n-normed linear space was introduced by Vĳayabalaji et
al. [37].

The best approximation problems were introduced by P. L. Chebyshev in 1853.
Such problems deal with the search for a function in a prescribed class which has
the least deviation from a given function, as measured in a prescribed metric. The
theory also takes into account the continuity properties of the metric projection
and can estimate the rapidity of convergence of a sequence of functions converging
to a minimizing function. Some works in approximation theory can be found in [27,
28, 34, 35]. Some interesting works on the theory of best approximation has been
done by Sintunavarat, W. and his coauthors in [29–33]. In the present paper,
we propose to define and study the notions of t-best approximation, t-proximal
set, t-Chebyshev set, t-approximatively compact set and prove some useful results
related to those concepts in an intuitionistic fuzzy n-normed linear space. Most
of the results in this article are closely linked with the notion of convergence of a
sequence in intuitionistic fuzzy n-normed linear space and a new and unambiguous
definition of the same has been given in [25, 26]. Here we develop the results based
on that new definition.

2. PRELIMINARIES

Throughout this paper R and N will denote the set of real numbers and the set
of natural numbers respectively. First we recall some definitions.

Definition 2.1. [14] Let n ∈ N and X be a real linear space of dimension d ≥ n (d
may be infinite). A real valued function ‖.‖ on X ×X × · · · ×X︸ ︷︷ ︸

n

= Xn is called an

n-norm on X if it satisfies the following properties:
(i) ‖x1, x2, . . . , xn‖ = 0 if and only if x1, x2, . . . , xn are linearly dependent,
(ii) ‖x1, x2, . . . , xn‖ is invariant under any permutation,
(iii) ‖x1, x2, . . . , αxn‖ = |α|‖x1, x2, . . . , xn‖ for any α ∈ R,
(iv) ‖x1, x2, . . . , xn−1, y + z‖ ≤ ‖x1, x2, . . . , xn−1, y‖+ ‖x1, x2, . . . , xn−1, z‖,

and the pair (X, ‖.‖) is called an n-normed linear space.

Definition 2.2. [25] An intuitionistic fuzzy n-normed linear space (in short IFnNLS)
is the five-tuple (X, µ, ν, ∗, ◦), where X is a linear space of dimension d ≥ n over a
field F , ∗ is a continuous t-norm, ◦ is a continuous t-conorm, µ, ν are fuzzy sets on
Xn× (0,∞), µ denotes the degree of membership and ν denotes the degree of non-
membership of (x1, x2, . . . , xn, t) ∈ Xn × (0,∞) satisfying the following conditions
for every x1, x2, . . . , xn ∈ X and s, t > 0:

(i) µ(x1, x2, . . . , xn, t) + ν(x1, x2, . . . , xn, t) ≤ 1,
(ii) µ(x1, x2, . . . , xn, t) > 0,
(iii) µ(x1, x2, . . . , xn, t) = 1 if and only if x1, x2, . . . , xn are linearly dependent,
(iv) µ(x1, x2, . . . , xn, t) is invariant under any permutation of x1, x2, . . . , xn,
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(v) µ(x1, x2, . . . , cxn, t) = µ(x1, x2, . . . , xn, t
|c| ) if c 6= 0, c ∈ F ,

(vi) µ(x1, x2, . . . , xn, s) ∗ µ(x1, x2, . . . , x
′

n, t) ≤ µ(x1, x2, . . . , xn + x
′

n, s + t),
(vii) µ(x1, x2, . . . , xn, t) : (0,∞) → [0, 1] is continuous in t,
(viii) limt→∞ µ(x1, x2, . . . , xn, t) = 1 and limt→0 µ(x1, x2, . . . , xn, t) = 0,
(ix) ν(x1, x2, . . . , xn, t) < 1,
(x) ν(x1, x2, . . . , xn, t) = 0 if and only if x1, x2, . . . , xn are linearly dependent,
(xi) ν(x1, x2, . . . , xn, t) is invariant under any permutation of x1, x2, . . . , xn,
(xii) ν(x1, x2, . . . , cxn, t) = ν(x1, x2, . . . , xn, t

|c| ) if c 6= 0, c ∈ F ,

(xiii) ν(x1, x2, . . . , xn, s) ◦ ν(x1, x2, . . . , x
′

n, t) ≥ ν(x1, x2, . . . , xn + x
′

n, s + t),
(xiv) ν(x1, x2, . . . , xn, t) : (0,∞) → [0, 1] is continuous in t,
(xv) limt→∞ ν(x1, x2, . . . , xn, t) = 0 and limt→0 ν(x1, x2, . . . , xn, t) = 1.

Definition 2.3. [25] Let (X, µ, ν, ∗, ◦) be an IFnNLS. We say that a sequence x =
{xk} in X is convergent to L ∈ X with respect to the intuitionistic fuzzy n-norm
(µ, ν)n if, for every ε ∈ (0, 1), t > 0 and y1, y2, . . . , yn−1 ∈ X, there exists k0 ∈ N
such that µ(y1, y2, . . . , yn−1, xk −L, t) > 1− ε and ν(y1, y2, . . . , yn−1, xk −L, t) < ε

for all k ≥ k0. It is denoted by xk
(µ,ν)n

→ L as k →∞.

Definition 2.4. The closure of a subset B in an IFnNLS (X, µ, ν, ∗, ◦) is denoted
by B and defined by the set of all x ∈ X such that there exists a sequence {xk} in

B such that xk
(µ,ν)n

→ x. We say that B is closed whenever B = B.

3. MAIN RESULTS

Now we obtain our main results.

Definition 3.1. Let A be a non-empty subset of an IFnNLS (X, µ, ν, ∗, ◦). For
x ∈ X, t > 0 and a linearly independent subset Y = {y1, y2, . . . , yn−1} of X, denote
µY (x, t) = µ(y1, y2, . . . , yn−1, x, t) and νY (x, t) = ν(y1, y2, . . . , yn−1, x, t). Let

µY (x−A, t) = sup{µY (x− y, t) : y ∈ A},

νY (x−A, t) = inf{νY (x− y, t) : y ∈ A}.
An element u ∈ A is said to be a t-best approximation to x from A if

µY (x− u, t) = µY (x−A, t) and νY (x− u, t) = νY (x−A, t).

By PY
A (x, t), we denote the set of elements of t-best approximation of x by elements

of the set A, i.e.,

PY
A (x, t) = {y ∈ A : µY (x−A, t) = µY (x− y, t) and νY (x−A, t) = νY (x− y, t)}.

Definition 3.2. Let (X, µ, ν, ∗, ◦) be an IFnNLS. For α ∈ (0, 1) and a linearly inde-
pendent subset Y = {y1, y2, . . . , yn−1} of X we define the open ball BY

x (α, t) and
the closed ball BY

x [α, t] with center x ∈ X and radius t > 0 as follows:

BY
x (α, t) = {y ∈ X : µY (x− y, t) > 1− α and νY (x− y, t) < α},

BY
x [α, t] = {y ∈ X : µY (x− y, t) ≥ 1− α and νY (x− y, t) ≤ α}.

Definition 3.3. Let A be a non-empty subset of an IFnNLS (X, µ, ν, ∗, ◦). Then
A is said to be a t-proximal set if PY

A (x, t) is non-empty for every x ∈ X \ A
and a linearly independent subset Y = {y1, y2, . . . , yn−1} of X. A is called a t-
Chebyshev set if PY

A (x, t) contains exactly one element for every x ∈ X and some
linearly independent subset Y = {y1, y2, . . . , yn−1} of X. Also A is called a t-quasi-
Chebyshev set if PY

A (x, t) is a compact set.
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Example 3.4. Let X = Rn (n ≥ 2) with

‖x1, x2, . . . , xn‖ = abs


∣∣∣∣∣∣∣

x11 · · · x1n

...
. . .

...
xn1 · · · xnn

∣∣∣∣∣∣∣
 ,

where xi = (xi1, xi2, . . . , xin) ∈ Rn for each i = 1, 2, . . . , n. Define µ, ν : Xn ×
(0,∞) → [0, 1] by

µ(x1, x2, . . . , xn, t) =
1

e‖x1,x2,...,xn‖/t
and ν(x1, x2, . . . , xn, t) = 1− 1

e‖x1,x2,...,xn‖/t
.

Also let a ∗ b = ab and a ◦ b = min{a + b, 1} for all a, b ∈ [0, 1]. Then (X, µ, ν, ∗, ◦) is
an IFnNLS. Let

A = {(x1, x2, . . . , xn) ∈ Rn : −1 ≤ x1 ≤ 1, 0 ≤ x2 ≤ x2
1, x3 = . . . = xn = 0}.

Consider x1 = (0, 3, 0, . . . , 0), x2 = (0, 2, 0, . . . , 0), x3 = (0, 0, 1, . . . , 0), . . . , xn =
(0, 0, . . . , 1) ∈ Rn. Then for every t > 0,

µ((−1, 1, 0, . . . , 0)− (0, 3, 0, . . . , 0), (0, 2, 0, . . . , 0), (0, 0, 1, . . . , 0), . . . ,

(0, 0, . . . , 1), t)

= µ((1, 1, 0, . . . , 0)− (0, 3, 0, . . . , 0), (0, 2, 0, . . . , 0), (0, 0, 1, . . . , 0), . . . ,

(0, 0, . . . , 1), t)

=
1

e2/t
.

Again
µ((0, 3, 0, . . . , 0)−A, (0, 2, 0, . . . , 0), (0, 0, 1, . . . , 0), . . . ,

(0, 0, . . . , 1), t)

= sup{µ((0, 3, 0, . . . , 0)− (u1, u2, . . . , un), (0, 2, 0, . . . , 0), (0, 0, 1, . . . , 0),

. . . , (0, 0, . . . , 1), t) : −1 ≤ u1 ≤ 1, 0 ≤ u2 ≤ u2
1, u3 = . . . = un = 0}

=
1

e2/t
.

Similarly,
ν((−1, 1, 0, . . . , 0)− (0, 3, 0, . . . , 0), (0, 2, 0, . . . , 0), (0, 0, 1, . . . , 0), . . . ,

(0, 0, . . . , 1), t)

= ν((1, 1, 0, . . . , 0)− (0, 3, 0, . . . , 0), (0, 2, 0, . . . , 0), (0, 0, 1, . . . , 0), . . . ,

(0, 0, . . . , 1), t)

= ν((0, 3, 0, . . . , 0)−A, (0, 2, 0, . . . , 0), (0, 0, 1, . . . , 0), . . . , (0, 0, . . . , 1), t)

= 1− 1
e2/t

.

Thus for every t > 0, y0 = (−1, 1, 0, . . . , 0), y1 = (1, 1, 0, . . . , 0) are t-best approx-
imations to (0, 3, 0, . . . , 0) from A. Therefore, A is a t-proximal set but not a t-
Chebyshev set.

Saadati and Park [23] investigated several properties of intuitionistic fuzzy topo-
logical spaces. Every IFnNLS X induces a topology τ such that for some A ⊆
X, A ∈ τ if and only if for every x ∈ A and a linearly independent set Y =
{y1, y2, . . . , yn−1} ⊆ X, there exist t > 0 and α ∈ (0, 1) such that BY

x (α, t) ⊆ A. It
is not difficult to see that the family {BY

x ( 1
n , 1

n ) : n = 1, 2, . . .} is a countable local
basis at x and consequently τ is a first countable topology.
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Lemma 3.5. Let A be a non-empty subset of an IFnNLS (X, µ, ν, ∗, ◦) and x ∈ X.
Then x ∈ A if and only if for all t > 0 and a linearly independent subset Y =
{y1, y2, . . . , yn−1} of X,

µY (x−A, t) = 1 and νY (x−A, t) = 0.

Proof Let x ∈ A. As X is first countable, there exists a sequence {xk} in A

such that xk
(µ,ν)n

→ x as k → ∞. Then for every t > o, λ ∈ (0, 1) and a linearly
independent subset Y = {y1, y2, . . . , yn−1} of X there exists n0 ∈ N such that
µY (x− xk, t) > 1− λ and νY (x− xk, t) < λ for all k ≥ n0. Thus

1− λ < µY (x− xk, t) ≤ µY (x−A, t) ≤ 1

and
λ > νY (x− xk, t) ≥ µY (x−A, t) ≥ 0,

for all k ≥ n0. Hence µY (x−A, t) = 1 and νY (x−A, t) = 0.
Conversely, suppose µY (x − A, t) = 1 and νY (x − A, t) = 0 for all t > 0

and linearly independent subset Y = {y1, y2, . . . , yn−1} of X. We know that
{BY (x, λ, t) : t > o, λ ∈ (0, 1), Y = {y1, y2, . . . , yn−1}} is a local base at x. By
definition, there exists a sequence {xk} ⊆ A such that µY (x − xk, 1

k ) ≥ 1 − 1
k

and νY (x − xk, 1
k ) ≤ 1

k , which implies that {xk} ⊆ BY (x, 1
k , 1

k ). Given t > 0 and
λ ∈ (0, 1), choose k ∈ N such that t, λ > 1

k , then BY (x, 1
k , 1

k ) ⊆ BY (x, λ, t). So we
have BY (x, λ, t) ∩A 6= φ. Hence x ∈ A.

Theorem 3.6. Let A be a non-empty subset of an IFnNLS (X, µ, ν, ∗, ◦). Then for all
x, y ∈ X, t > 0 and a linearly independent subset Y = {y1, y2, . . . , yn−1} of X, we
have

(i) PY
A+y(x + y, t) = PY

A (x, t) + y,

(ii) PY
αA(αx, |α|t) = αPY

A (x, t), α ∈ R \ {0},
(iii) A is t-proximal (t-Chebyshev) if and only if A+y is t-proximal (t-Chebyshev).

Proof (i) Let u ∈ PY
A+y(x + y, t). Then

µY (x−A, t) = µY (x + y − (A + y), t) = µY (x− (u− y), t)

and
νY (x−A, t) = νY (x + y − (A + y), t) = νY (x− (u− y), t),

which implies that u− y ∈ PY
A (x, t). Hence u ∈ PY

A (x, t) + y.
The converse is obvious.

(ii) Let u ∈ PY
αA(αx, |α|t) for some x ∈ X, t > 0, α ∈ R \ {0} and a linearly

independent subset Y = {y1, y2, . . . , yn−1} of X. Then

µY (x−A, t) = µY (αx− αA, |α|t) = µY (αx− u, |α|t) = µY (x− u

α
, t)

and similarly, νY (x − A, t) = νY (x − u
α , t), which implies u

α ∈ PY
A (x, t) and hence

u ∈ αPY
A (x, t).

The converse is obvious.

(iii) follows from (i).

Lemma 3.7. Let (X, ‖.‖) be an n-normed space and µ, ν be fuzzy sets on Xn×(0,∞)
such that µ(x1, x2, . . . , xn, t) = t

t+‖x1,x2,...,xn‖ and ν(x1, x2, . . . , xn, t) = ‖x1,x2,...,xn‖
t+‖x1,x2,...,xn‖ ,

also let a ∗ b = ab and a ◦ b = min{a + b, 1} for all a, b ∈ [0, 1]. Let A be a non-
empty subset of the IFnNLS (X, µ, ν, ∗, ◦). Then u ∈ A is a best approximation to



50 M. SEN, P. DEBNATH/JNAO : VOL. 3, NO. 1, (2012), 45-53

x ∈ X in the n-normed space (X, ‖.‖) if and only if u is a t-best approximation
to x in the IFnNLS (X, µ, ν, ∗, ◦) for each t > 0 and a linearly independent subset
Y = {y1, y2, . . . , yn−1} of X.

Proof Since u is a best approximation to x ∈ X, for a linearly independent set
Y = {y1, y2, . . . , yn−1} we have ‖y1, y2, . . . , yn−1, x− u‖ = dY (x, A), where d is the
metric induced by the n-norm ‖.‖. Then

µY (x−A, t) =
t

t + dY (x,A)
=

t

t + ‖y1, y2, . . . , yn−1, x− u‖
= µY (x− u, t),

and

νY (x−A, t) =
dY (x,A)

t + dY (x,A)
=

‖y1, y2, . . . , yn−1, x− u‖
t + ‖y1, y2, . . . , yn−1, x− u‖

= νY (x− u, t).

Hence the result.

Remark 3.8. We recall that a set A is said to be countably compact, if every
countable open cover has a finite subcover, or equivalently, if for every decreasing
sequence A1 ⊃ A2 ⊃ . . . of non-empty closed subsets of A we have ∩∞n=1An 6= φ.

Theorem 3.9. Let (X, µ, ν, ∗, ◦) be an IFnNLS. If A is a non-empty subset of X, λ ∈
(0, 1) and Y = {y1, y2, . . . , yn−1} is a linearly independent subset of X such that
A ∩BY

x [λ, t] is countably compact, then A is t-proximal.

Proof For every n ∈ N,

0 < 1− µY (x−A, t) +
µY (x−A, t)

n + 1
< 1,

and 0 < νY (x−A, t)− νY (x−A, t)
n + 1

< 1.

Put At
n = A ∩BY

x [1− µY (x−A, t) + µY (x−A,t)
n+1 , t] ∩BY

x [νY (x−A, t)− νY (x−A,t)
n+1 , t]

(n = 1, 2, . . .). We have . . . ⊃ At
n ⊃ At

n+1 ⊃ . . . and each At
n is non-empty. Since for

every n ∈ N, µY (x−A, t)(1− 1
n+1 ) < µY (x−A, t) and 1−νY (x−A, t)+ νY (x−A,t)

n+1 >

νY (x− A, t), there exists at
n ∈ A such that µY (x− A, t)(1− 1

n+1 ) < µY (x− at
n, t)

and 1− νY (x−A, t)+ νY (x−A,t)
n+1 > νY (x− at

n, t). Hence at
n ∈ At

n. Since each At
n is

countably compact and closed, it follows that there exists an a0 ∈ ∩∞n=1A
t
n. Then

we have

µY (x−A, t) ≥ µY (x− a0, t) ≥ µY (x−A, t)(1− 1
n + 1

) (n = 1, 2, . . .)

⇒ µY (x−A, t) = µY (x− a0, t),

and

νY (x−A, t) ≤ νY (x− a0, t) ≤ νY (x−A, t)(1− 1
n + 1

) (n = 1, 2, . . .)

⇒ νY (x−A, t) = νY (x− a0, t),

whence a0 ∈ PY
A (x, t).
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Definition 3.10. A non-empty subset A of an IFnNLS (X, µ, ν, ∗, ◦) is said to be
t-approximatively compact if for each x ∈ X, t > 0, a linearly independent subset
Y = {y1, y2, . . . , yn−1} of X and each sequence {yk} in A with µY (x − yk, t) →
µY (x−A, t) and νY (x− yk, t) → νY (x−A, t) there exists a subsequence {ykn} of
{yk} converging to an element u in A.

Lemma 3.11. If A is

(i) approximately compact in an n-normed space (X, ‖.‖), then for each t > 0,
A is t-approximatively compact in the induced IFnNLS (X, µ, ν, ∗, ◦).

(ii) a compact subset of an IFnNLS, then A is t-approximatively compact for each
t > 0.

Theorem 3.12. For t > 0, let A be a non-empty t-approximatively compact subset
of an IFnNLS (X, µ, ν, ∗, ◦), then A is a t-proximal set.

Proof For x ∈ X, t > 0 and a linearly independent subset Y = {y1, y2, . . . , yn−1}
of X there exists a sequence {yk} ⊂ A such that µY (x − yk, t) → µY (x − A, t)
and νY (x − yk, t) → νY (x − A, t). Since A is a t-approximatively compact set,

there exists a subsequence {ykn
} of {yk} and u ∈ A such that ykn

(µ,ν)n

→ u. Thus
we have µY (x − ykn

, t) → µY (x − u, t) and νY (x − ykn
, t) → νY (x − u, t).Hence

µY (x − u, t) ≥ µY (x − A, t) and νY (x − u, t) ≤ νY (x − A, t). Consequently u is a
t-best approximation to x from A.

Theorem 3.13. If for some t > 0, A is a t-approximatively compact subset of an
IFnNLS (X, µ, ν, ∗, ◦), then A is closed in X.

Proof Let x ∈ A. Then for a linearly independent subset Y = {y1, y2, . . . , yn−1} of
X, µY (x − A, t) = 1 and νY (x − A, t) = 0. Since A is t-approximatively compact,
there exists y ∈ A such that µY (x − y, t) = µY (x − A, t) = 1 and νY (x − y, t) =
νY (x−A, t) = 0. Hence x ∈ A.

Theorem 3.14. If A is a t-approximatively compact subset of an IFnNLS (X, µ, ν, ∗, ◦),
then A is a t-quasi-Chebyshev set.

Proof Let {yk} be a sequence in PY
A (x, t). Since A is t-approximatively compact,

there exists subsequence {ykn
} of {yk} and u ∈ A such that ykn

(µ,ν)n

→ u. Then
µY (x − ykn

, t) → µY (x − u, t) and νY (x − ykn
, t) → νY (x − u, t). On the other

hand, µY (x− ykn , t) → µY (x− A, t) and νY (x− ykn , t) → νY (x− A, t). Therefore
µY (x − u, t) = µY (x − A, t) and νY (x − u, t) = νY (x − A, t) and so u ∈ PY

A (x, t).
Hence PY

A (x, t) is compact.

Conclusion. Most of the results in this paper run parallel to those of classical ones
or related works in best approximation theory, but in the proofs a different approach
has been adopted as the convergence of a sequence in an IFnNLS is defined in a
different way (see Definition 2.3) than it has been defined in [37]. Results obtained
here are more general than previous works done in this field and can give tools to
deal with convergence related problems arising in science and engineering.
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ABSTRACT. In this paper, we propose integral type common fixed point theorems in Menger
spaces satisfying common property (E.A). Our results generalize several previously known
results in Menger as well as metric spaces. Some related results are also derived besides
furnishing an illustrative example.

KEYWORDS : Menger space; Common property (E.A); Weakly compatible pair of mappings
and t-norm.

1. INTRODUCTION AND PRELIMINARIES

Menger [24] initiated the study of probabilistic metric space (often abbreviated
as PM space) in 1942 and by now the theory of probabilistic metric spaces has
already made a considerable progress in several directions (see[29]). The idea of
Menger was to use distribution functions (instead of non-negative real numbers) as
values of a probabilistic metric. This new notion (i.e.PM space) can cover even those
situations wherein one can not exactly ascertain a distance between two points, but
can only know the possibility of a possible value for the distance (between a pair
of points). This probabilistic generalization of metric space is well utilized in the
investigations of physiological thresholds besides physical quantities particularly
in connections with both string and E-infinity theory (cf.[10]).

In 1986, Jungck [18] introduced the notion of compatible mappings and utilized
the same to improve commutativity conditions in common fixed point theorems.
This concept has been frequently employed to prove existence theorems on com-
mon fixed points. However, the study of common fixed points of non-compatible
mappings is also equally interesting which was initiated by Pant [29]. Recently,
Aamri and Moutawakil [1] and Liu et al. [23] respectively defined the property
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(E.A) and the common property (E.A) and proved interesting common fixed point
theorems in metric spaces. Most recently, Kubiaczyk and Sharma [21] adopted the
property (E.A) in PM spaces and used it to prove results on common fixed points
wherein authors claim their results for strict contractions which are merely for
contractions. Recently, Imdad et al. [16] adopted the common property (E.A) in
PM spaces and proved some coincidence and common fixed point results in Menger
spaces.

The theory of fixed points in PM spaces is a part of probabilistic analysis and
continues to be an active area of mathematical research. Thus far, several authors
studied fixed point and common fixed point theorems in PM spaces which include
[2, 3, 7, 12, 13, 15, 16, 20, 27, 28, 30, 31, 33, 34, 35] besides many more. In 2002,
Branciari [5] obtained a fixed point result for a mapping satisfying an integral
analogue of Banach contraction principle. The authors of the papers [4, 9, 16,
32, 37, 38] proved a host of fixed point theorems involving relatively more general
integral type contractive conditions. In an interesting note, Suzuki [36] showed
that Meir-Keeler contractions of integral type are still Meir-Keeler contractions.

The aim of this paper is to prove integral type fixed point theorems in Menger
PM spaces satisfying common property (E.A). Our results substantially improve
the corresponding theorems contained in [5, 8, 16, 32, 38] along with some other
relevant results in Menger as well as metric spaces. Some related results are also
derived besides furnishing an illustrative example.

Definition 1.1. [33] A mapping F : < → <+ is called distribution function if it
is non-decreasing, left continuous with inf{F (t) : t ∈ <} = 0 and sup{F (t) : t ∈
<} = 1.

Let L be the set of all distribution functions whereas H be the set of specific
distribution functions (also known as Heaviside function) defined by

H(x) =

 0, if x ≤ 0

1, if x > 0.

Definition 1.2. [24] Let X be a non-empty set. An ordered pair (X,F) is called a
PM space if F is a mapping from X ×X into L satisfying the following conditions:

(i) Fp,q(x) = H(x) if and only if p = q,
(ii) Fp,q(x) = Fq,p(x),
(iii) Fp,q(x) = 1 and Fq,r(y) = 1, then Fp,r(x + y) = 1, for all p, q, r ∈ X and

x, y ≥ 0.

Every metric space (X, d) can always be realized as a PM space by considering
F : X ×X → L defined by Fp,q(x) = H(x− d(p, q)) for all p, q ∈ X. So PM spaces
offer a wider framework (than that of the metric spaces) and are general enough to
cover even wider statistical situations.

Definition 1.3. [33] A mapping ∆ : [0, 1]× [0, 1] → [0, 1] is called a t-norm if
(i) ∆(a, 1) = a,∆(0, 0) = 0,
(ii) ∆(a, b) = ∆(b, a),
(iii) ∆(c, d) ≥ ∆(a, b) for c ≥ a, d ≥ b,
(iv) ∆(∆(a, b), c) = ∆(a,∆(b, c)) for all a, b, c ∈ [0, 1].

Example 1.4. The following are the four basic t-norms:

(i) The minimum t-norm: TM (a, b) = min{a, b}.
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(ii) The product t-norm: TP (a, b) = a.b.

(iii) The Lukasiewicz t-norm: TL(a, b) = max{a + b− 1, 0}.

(iv) The weakest t-norm, the drastic product:

TD(a, b) =

 min{a, b}, if max{a, b} = 1

0, otherwise.

In respect of above mentioned t-norms, we have the following ordering:

TD < TL < TP < TM .

Definition 1.5. [24] A Menger PM space (X,F ,∆) is a triplet where (X,F) is a PM
space and ∆ is a t-norm satisfying the following condition:

Fp,r(x + y) ≥ ∆(Fp,q(x), Fq,r(y)).

Definition 1.6. [12] A sequence {pn} in a Menger PM space (X,F ,∆) is said to be
convergent to a point p in X if for every ε > 0 and λ > 0, there is an integer M(ε, λ)
such that Fpn,p(ε) > 1− λ, for all n ≥ M(ε, λ).

Lemma 1.7. [33, 26] Let (X,F ,∆) be a Menger space with a continuous t-norm
∆ with {xn}, {yn} ⊂ X such that {xn} converges to x and {yn} converges to y. If
Fx,y(.) is continuous at the point t0, then lim

n−→∞
Fxn,yn

(t0) = Fx,y(t0).

Definition 1.8. Let (A,S) be a pair of maps from a Menger PM space (X,F ,∆)
into itself. Then the pair of maps (A,S) is said to be weakly commuting if

FASx,SAx(t) ≥ FAx,Sx(t),

for each x ∈ X and t > 0.

Definition 1.9. [28] A pair (A,S) of self mappings of a Menger PM space (X,F ,∆)
is said to be compatible if FASpn,SApn

(x) −→ 1 for all x > 0, whenever {pn} is a
sequence in X such that Apn, Spn −→ t, for some t in X as n −→∞.

Clearly, a weakly commuting pair is compatible but every compatible pair need
not be weakly commuting.

Definition 1.10. [11] A pair (A,S) of self mappings of a Menger PM space (X,F ,∆)
is said to be non-compatible if and only if there exists at least one sequence {xn}
in X such that

lim
n−→∞

Axn = lim
n−→∞

Sxn = t ∈ X for some t ∈ X,

implies that lim
n−→∞

FASxn,SAxn(t0) (for some t0 > 0) is either less than 1 or non-
existent.

Definition 1.11. [21] A pair (A,S) of self mappings of a Menger PM space (X,F ,∆)
is said to satisfy the property (E.A) if there exists a sequence {xn} in X such that

lim
n−→∞

Axn = lim
n−→∞

Sxn = t ∈ X.

Clearly, a pair of compatible mappings as well as non-compatible mappings
satisfies the property (E.A).

Inspired by Liu et al. [23], Imdad et al. [16] defined the following:
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Definition 1.12. Two pairs (A,S) and (B, T ) of self mappings of a Menger PM
space (X,F ,∆) are said to satisfy the common property (E.A) if there exist two
sequences {xn}, {yn} in X and some t in X such that

lim
n−→∞

Axn = lim
n−→∞

Sxn = lim
n−→∞

Tyn = lim
n−→∞

Byn = t.

Definition 1.13. [19] A pair (A,S) of self mappings of a nonempty set X is said
to be weakly compatible if the pair commutes on the set of their coincidence points
i.e. Ap = Sp (for some p ∈ X) implies ASp = SAp.

Definition 1.14. [15] Two finite families of self mappings {Ai} and {Bj} are said
to be pairwise commuting if:

(i) AiAj = AjAi, i, j ∈ {1, 2...m},
(ii) BiBj = BjBi, i, j ∈ {1, 2...n},
(iii) AiBj = BjAi, i ∈ {1, 2...m}, j ∈ {1, 2...n}.

2. MAIN RESULTS

The following lemma is crucial in the proof of succeeding theorems.

Lemma 2.1. Let (X,F ,∆) be a Menger space. If there exists some k ∈ (0, 1) such
that for all p, q ∈ X and all x > 0,∫ Fp,q(kx)

0

φ(t)dt ≥
∫ Fp,q(x)

0

φ(t)dt, (1.1)

where φ : [0,∞) → [0,∞) is a summable nonnegative Lebesgue integrable function

such that
∫ 1

ε
φ(t)dt > 0 for each ε ∈ [0, 1), then p = q.

Proof. As ∫ Fp,q(kx)

0

φ(t)dt ≥
∫ Fp,q(x)

0

φ(t)dt

implies ∫ Fp,q(x)

0

φ(t)dt ≥
∫ Fp,q(k−1x)

0

φ(t)dt,

one can inductively write (for m ∈ N )∫ Fp,q(x)

0

φ(t)dt ≥
∫ Fp,q(k−1x)

0

φ(t)dt ≥ ... ≥
∫ Fp,q(k−mx)

0

φ(t)dt

≥ ... →
∫ 1

0

φ(t)dt as m →∞.

Therefore ∫ Fp,q(x)

0

φ(t)dt−
∫ 1

0

φ(t)dt ≥ 0

and henceforth∫ Fp,q(x)

0

φ(t)dt−

(∫ Fp,q(x)

0

φ(t)dt +
∫ 1

Fp,q(x)

φ(t)dt

)
≥ 0

or ∫ 1

Fp,q(x)

φ(t)dt ≤ 0

which amounts to say that Fp,q(x) ≥ 1 for all x ≥ 0. Thus, we get p = q. �
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Remark 2.2. By setting φ(t) = 1 (for each t ≥ 0) in (1.1) of Lemma 2.1, we have∫ Fp,q(kx)

0

φ(t)dt = Fp,q(kx) ≥ Fp,q(x) =
∫ Fp,q(x)

0

φ(t)dt,

which shows that Lemma 2.1 is a generalization of the Lemma 2 (contained in [35])

In what follows, ∆ is a continuous t-norm (in the product topology).

Lemma 2.3. Let A,B, S and T be four self mappings of a Menger space (X,F ,∆)
which satisfy the following conditions: (i) the pair (A,S) (or (B, T )) satisfies the

property (E.A),

(ii) B(yn) converges for every sequence {yn} in X whenever T (yn) converges,

(iii) for any p, q ∈ X and for all x > 0,∫ FAp,Bq(kx)

0

φ(t)dt ≥
∫ m(x,y)

0

φ(t)dt (2.1)

where φ : [0,∞) → [0,∞) is a non-negative summable Lebesgue integrable function

such that
∫ 1

ε
φ(t)dt > 0 for each ε ∈ [0, 1), where 0 < k < 1 and

m(x, y) = min{FSp,Tq(x), FSp,Ap(x), FTq,Bq(x), FSp,Bq(x), FTq,Ap(x)},

(iv) A(X) ⊂ T (X) (or B(X) ⊂ S(X)).

Then the pairs (A,S) and (B, T ) share the common property (E.A).

Proof. Suppose that the pair (A,S) enjoys the property (E.A), then there exists a
sequence {xn} in X such that

lim
n−→∞

Axn = lim
n−→∞

Sxn = t, for some t ∈ X.

Since A(X) ⊂ T (X), for each xn there exists yn ∈ X such that Axn = Tyn, and
henceforth

lim
n→∞

Tyn = lim
n→∞

Axn = t.

Thus in all, we have Axn → t, Sxn → t and Tyn → t. Now we assert that Byn → t.
To accomplish this, using (2.1), with p = xn, q = yn, one gets∫ FAxn,Byn (kx)

0

φ(t)dt ≥
∫ m(x,y)

0

φ(t)dt

≥
∫ min(FSxn,T yn (x),FSxn,Axn (x),FT yn,Byn (x),FSxn,Byn (x),FT yn,Axn (x))

0

φ(t)dt.

Let l = lim
n−→∞

B(yn). Also, let x > 0 be such that Ft,l(·) is continuous in x and
kx. Then, on making n →∞ in the above inequality, we obtain

∫ Ft,l(kx)

0

φ(t)dt ≥
∫ min(Ft,t(x),Ft,t(x),Ft,l(x),Ft,l(x),Ft,t(x))

0

φ(t)dt

or∫ Ft,l(kx)

0

φ(t)dt ≥
∫ Ft,l(x)

0

φ(t)dt.

This implies that l = t (in view of Lemma 2.1) which shows that the pairs (A,S)
and (B, T ) share the common property (E.A). �
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Remark 2.4. The converse of Lemma 2.3 is not true in general. For a counter
example, one can see Example 3.4 furnished in the end of this paper.

Theorem 2.5. Let A,B, S and T be self mappings of a Menger space (X,F ,∆)
which satisfy the inequality (2.1) together with

(i) the pairs (A,S) and (B, T ) share the common property (E.A),

(ii) S(X) and T (X) are closed subsets of X.

Then the pairs (A,S) and (B, T ) have a point of coincidence each. Moreover,
A,B, S and T have a unique common fixed point provided both the pairs (A,S) and
(B, T ) are weakly compatible.

Proof. Since the pairs (A,S) and (B, T ) share the common property (E.A), there
exist two sequences {xn} and {yn} in X such that

lim
n→∞

Axn = lim
n→∞

Sxn = lim
n→∞

Byn = lim
n→∞

Tyn = t, for some t ∈ X.

Since S(X) is a closed subset of X, hence lim
n→∞

Sxn = t ∈ S(X). Therefore,
there exists a point u ∈ X such that Su = t. Now, we assert that Au = Su. To
prove this, on using (2.1) with p = u, q = yn, one gets∫ FAu,Byn (kx)

0

φ(t)dt ≥
∫ min(FSu,T yn (x),FSu,Au(x),FT yn,Byn (x),FSu,Byn (x),FT yn,Au(x))

0

φ(t)dt

which on making n →∞, reduces to∫ FAu,t(kx)

0

φ(t)dt ≥
∫ min(Ft,t(x),Ft,Au(x),Ft,t(x),Ft,t(x),Ft,Au(x))

0

φ(t)dt

or ∫ FAu,t(kx)

0

φ(t)dt ≥
∫ FAu,t(x)

0

φ(t)dt.

Now appealing to Lemma 2.1, we have Au = t and henceforth Au = Su. Therefore,
u is a coincidence point of the pair (A,S).

Since T (X) is a closed subset of X, therefore lim
n→∞

Tyn = t ∈ T (X) and hence
one can find a point w ∈ X such that Tw = t. Now we show that Bw = Tw. To
accomplish this, on using (2.1) with p = xn, q = w, we have∫ FAxn,Bw(kx)

0

φ(t)dt ≥
∫ min(FSxn,T w(x),FSxn,Axn (x),FT w,Bw(x),FSxn,Bw(x),FT w,Axn (x))

0

φ(t)dt

which on making n →∞, reduces to∫ Ft,Bw(kx)

0

φ(t)dt ≥
∫ min(Ft,t(x),Ft,t(x),Ft,Bw(x),Ft,Bw(x),Ft,t(x))

0

φ(t)dt

or ∫ Ft,Bw(kx)

0

φ(t)dt ≥
∫ Ft,Bw(x)

0

φ(t)dt.

On employing Lemma 2.1, we have Bw = t and henceforth Tw = Bw. Therefore,
w is a coincidence point of the pair (B, T ).

Since the pair (A,S) is weakly compatible and Au = Su, therefore

At = ASu = SAu = St.
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Again, on using (2.1) with p = t, q = w, we have∫ FAt,Bw(kx)

0

φ(t)dt ≥
∫ min(FSt,T w(x),FSt,At(x),FT w,Bw(x),FSt,Bw(x),FT w,At(x))

0

φ(t)dt

or ∫ FAt,t(kx)

0

φ(t)dt ≥
∫ min(FAt,t(x),Ft,t(x),Ft,t(x),FAt,t(x),Ft,At(x))

0

φ(t)dt

or ∫ FAt,t(kx)

0

φ(t)dt ≥
∫ FAt,t(x)

0

φ(t)dt.

Appealing to Lemma 2.1, we have At = St = t which shows that t is a common
fixed point of the pair (A,S).

Also the pair (B, T ) is weakly compatible and Bw = Tw, hence

Bt = BTw = TBw = Tt.

Next, we show that t is a common fixed point of the pair (B, T ). In order to accom-
plish this, using (2.1) with p = u, q = t, we have∫ FAu,Bt(kx)

0

φ(t)dt ≥
∫ min(FSu,T t(x),FSu,Au(x),FT t,Bt(x),FSu,Bt(x),FT t,Au(x))

0

φ(t)dt

or ∫ Ft,Bt(kx)

0

φ(t)dt ≥
∫ min(Ft,Bt(x),Ft,t(x),FBt,Bt(x),Ft,Bt(x),FBt,t(x))

0

φ(t)dt

or ∫ Ft,Bt(kx)

0

φ(t)dt ≥
∫ Ft,Bt(x)

0

φ(t)dt.

Using Lemma 2.1, we have Bt = t which shows that t is a common fixed point
of the pair (B, T ). Hence t is a common fixed point of both the pairs (A,S) and
(B, T ). Uniqueness of common fixed point is an easy consequence of the inequality
(2.1). This completes the proof. �

Remark 2.6. Theorem 2.5 extends the main result of Ciric [8] to Menger spaces.
Theorem 2.5 also generalizes the main result of Kubiaczyk and Sharma [21] for two
pairs of mappings without conditions on containments amongst range sets of the
involved mappings.

Theorem 2.7. The conclusions of Theorem 2.5 remain true if the condition (ii) of
Theorem 2.5 is replaced by the following: (iii)′ A(X) ⊂ T (X) and B(X) ⊂ S(X).

Corollary 2.8. The conclusions of Theorems 2.5 and 2.7 remain true if the condition
(ii) (of Theorem 2.5) and (iii)′ (of Theorem 2.7)are replaced by the following: (iv) A(X)

and B(X) are closed subsets of X provided A(X) ⊂ T (X) and B(X) ⊂
S(X).

Theorem 2.9. Let A,B, S and T be self mappings of a Menger space (X,F ,∆)
satisfying the inequality (2.1). Suppose that

(i) the pair (A,S) (or (B, T )) has property (E.A),

(ii) B(yn) converges for every sequence {yn} in X whenever T (yn) converges,

(iii) A(X) ⊂ T (X) (or B(X) ⊂ S(X)),
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(iii) S(X) (or T (X)) is a closed subset of X.

Then the pairs (A,S) and (B, T ) have a point of coincidence each. Moreover,
A,B, S and T have a unique common fixed point provided both the pairs (A,S) and
(B, T ) are weakly compatible.

Proof. In view of Lemma 2.3, the pairs (A,S) and (B, T ) share the common property
(E.A), i.e. there exists two sequences {xn} and {yn} in X such that

lim
n→∞

Axn = lim
n→∞

Sxn = lim
n→∞

Byn = lim
n→∞

Tyn = t, for some t ∈ X.

If S(X) is a closed subset of X, then proceeding on the lines of Theorem 2.5,
one can show that the pair (A,S) has a coincidence point, say u, i.e. Au = Su = t.
Since A(X) ⊂ T (X) and Au ∈ A(X), there exists w ∈ X such that Au = Tw. Now,
we assert that Bw = Tw.
On using (2.1) with p = xn, q = w, one gets∫ FAxn,Bw(kx)

0

φ(t)dt ≥
∫ min(FSxn,T w(x),FSxn,Axn (x),FT w,Bw(x),FSxn,Bw(x),FT w,Axn (x))

0

φ(t)dt

which on making n →∞, reduces to∫ Ft,Bw(kx)

0

φ(t)dt ≥
∫ min(Ft,t(x),Ft,t(x),Ft,Bw(x),Ft,Bw(x),Ft,t(x))

0

φ(t)dt

or ∫ Ft,Bw(kx)

0

φ(t)dt ≥
∫ Ft,Bw(x)

0

φ(t)dt.

Owing to Lemma 2.1, we have t = Bw and hence Tw = Bw which shows that w
is a coincidence point of the pair (B, T ). Rest of the proof can be completed on the
lines of the proof of Theorem 2.5. This completes the proof.

By choosing A,B, S and T suitably, one can deduce corollaries involving two or
three mappings. As a sample, we deduce the following natural result for a pair of
self mappings. �

Corollary 2.10. Let A and S be self mappings on a Menger space (X,F ,∆). Sup-
pose that

(i) the pair (A,S) enjoys the property (E.A),

(ii) for all p, q ∈ X and for all x > 0,∫ FAp,Aq(kx)

0

φ(t)dt ≥
∫ m(x,y)

0

φ(t)dt (2.2)

where m(x, y) = min{FSp,Sq(x), FSp,Ap(x), FSq,Aq(x), FSp,Aq(x), FSq,Ap(x)}, 0 < k < 1

(iii) S(X) is a closed subset of X.

Then A and S have a coincidence point. Moreover, if the pair (A,S) is weakly
compatible, then A and S have a unique common fixed point.

As an application of Theorem 2.5, we have the following result for four finite
families of self mappings. While proving our result, we utilize Definition 1.14 which
is a natural extension of commutativity condition to two finite families of mappings.
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Theorem 2.11. Let {A1, A2, ...Am}, {B1, B2, ...Bp}, {S1, S2, ...Sn} and {T1, T2, ...Tq}
be four finite families of self mappings of a Menger space (X,F ,∆) with A =
A1A2...Am, B = B1B2...Bp, S = S1S2...Sn and T = T1T2...Tq satisfying the con-
dition (2.1). If S(X) and T (X) are closed subsets of X, and the pairs (A,S) and
(B, T ) share the common property (E.A), then

(i) the pair (A,S) as well as (B, T ) has a coincidence point,
(ii) Ai, Bk, Sr and Tt have a unique common fixed point provided the pair of

families ({Ai}, {Sr}) and ({Bk}, {Tt}) commute pairwise.

Proof. The proof follows on the lines of Theorem 4.1 due to Imdad and Ali [14] and
Theorem 3.1 due to Imdad et al. [15]. �

Remark 2.12. By restricting four families as {A1, A2}, {B1, B2}, {S1} and {T1}
in Theorem 2.11 we get improved version of results due to Chugh and Rathi [7],
Kutukcu and Sharma [22], Rashwan and Hedar [30], Singh and Jain [35] and
others. Theorem 2.11 also generalizes the main result of Razani and Shirdaryazdi
[31] for any finite number of mappings.

By setting A1 = A2 = .... = Am = G, B1 = B2 = ... = Bp = H,S1 = S2 =
...Sn = I and T1 = T2 = ... = Tq = J in Theorem 2.11, we deduce the following:

Corollary 2.13. Let G, H, I and J be self mappings of a Menger space (X,F ,∆)
such that the pairs (Gm, In) and (Hp, Jq) share the common property (E.A) and
also satisfies the condition∫ FGmx,Hpy(kz)

0

φ(t)dt ≥
∫ m(x,y)

0

φ(t)dt

(where m(x, y) = min{FInx,Jqy(z), FInx,Gmx(z), FInx,Hpy(z), FJqy,Hpy(z), FJqy,Gmx(z)})
for all x, y ∈ X, ∀ z > 0 where k ∈ (0, 1) and m,n, p and q are fixed positive
integers. If In(X) and Jq(X) are closed subsets of X, then G, H, I and J have a
unique common fixed point provided GI = IG and HJ = JH.

Remark 2.14. Corollary 2.13 is a slight but partial generalization of Theorem 2.5 as
the commutativity requirements (i.e. GI = IG and HJ = JH ) in this corollary are
relatively stronger as compared to weak compatibility (in Theorem 2.5). Corollary
2.13 also presents a generalized and improved form of a result due to Bryant [6] in
Menger PM spaces.

3. RELATED RESULTS AND AN EXAMPLE

In this section, we utilize Theorem 2.5 and Theorem 2.9 [16, 14] as means to
derive corresponding common fixed point theorems in metric spaces.

Theorem 3.1. Let A,B, S and T be self mappings of a metric space (X, d). Suppose
that

(i) the pairs (A,S) and (B, T ) share the common property (E.A),

(ii) S(X) and T (X) are closed subsets of X,

(iii) for all x, y ∈ X ∫ d(Ax,By)

0

φ(t)dt ≤ k

∫ m(x,y)

0

φ(t)dt (3.1)

where m(x, y) = max{d(Sx, Ty), d(Ax, Sx), d(By, Ty), d(Sx, By), d(Ax, Ty)}, and
0 < k < 1.
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Then the pairs (A,S) and (B, T ) have a point of coincidence each. Moreover,
A,B, S and T have a unique common fixed point provided both the pairs (A,S) and
(B, T ) are weakly compatible.

Proof. Define Fx,y(t) = H(t − d(x, y)) and ∆(a, b) = min{a, b}. Then (X,F ,∆)
is a Menger space induced by the metric space (X, d). It is straight forward to
notice that the conditions (i) and (ii) of Theorem 3.1 respectively imply conditions
(i) and (ii) of Theorem 2.5. Also inequality (3.1) of Theorem 3.1 implies inequality
(2.1) of Theorem 2.5. To accomplish this notice that (for any x, y ∈ X and t > 0),
FAx,By(kt) = 1 provided kt > d(Ax, By) which amounts to say that (2.1) holds.
Otherwise, if kt ≤ d(Ax, By), then

t ≤ max{d(Sx, Ty), d(Ax, Sx), d(By, Ty), d(Sx, By), d(Ax, Ty)},
and hence in all the cases, condition (2.1) holds. Thus, all the conditions of Theo-
rem 2.5 are satisfied and conclusions follow immediately in view of Theorem 2.5. �

Remark 3.2. Theorem 3.1 improves the main result of Ciric [8] and several other
similar common fixed point theorems especially those contained in [14, 15, 22,
28]) as we never require any condition on the containment of ranges amongst
involved mappings besides weakening the completeness of the space to closedness
of suitable subsets along with improvement in commutativity considerations. Here,
one may also notice that all the involved mappings can be discontinuous (at the
same time).

Remark 3.3. Similarly, we can also apply our other results (i.e. Theorems 2.7-2.11
and Corollaries 2.8-2.13) to derive the corresponding common fixed point theorems
in metric spaces but here details are avoided.

We conclude this paper by furnishing an illustrative example to demonstrate the
validity of the hypotheses of Theorem 2.5.

Example 3.4. Consider X = [−1, 1] and define Fx,y(t) = H(t − |x − y|) for all
x, y ∈ X. Then (X,F ,∆) is a Menger PM space with ∆(a, b) = min{a, b}. Define
self mappings A,B, S and T on X as

A(x) =


3
5 , if x ∈ {−1, 1}

x
4 , if x ∈ (−1, 1),

B(x) =


3
5 , if x ∈ {−1, 1}

−x
4 , if x ∈ (−1, 1),

S(x) =


1
2 , if x = −1

x
2 , if x ∈ (−1, 1)

−1
2 , if x = 1

and T (x) =


−1
2 , if x = −1

−x
2 , if x ∈ (−1, 1)

1
2 , if x = 1.

Then with sequences as {xn = 1
n} and {yn = −1

n } in X, we have

lim
n−→∞

Sxn = lim
n−→∞

Axn = lim
n−→∞

Byn = lim
n−→∞

Tyn = 0

which shows that pairs (A,S) and (B, T ) share the common property (E.A). By a
routine calculation, one can verify the contraction condition (2.1) with k = 1

2 . Also,

A(X) = B(X) =
{

3
5

}
∪
(
−1

4
,
1
4

)
6⊂
[
−1

2
,
1
2

]
= S(X) = T (X).

Thus, all the conditions of Theorem 2.5 are satisfied and 0 is a unique common
fixed point of the pairs (A,S) and (B, T ) which is their coincidence point as well.
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Here it is worth noting that majority of earlier established theorems (with rare
possible exceptions) cannot be used in the context of this example as Theorem
2.5 never requires any condition on the containment of ranges of the involved
mappings. Also the completeness condition is replaced by the closedness of the
subspaces. Moreover, the continuity requirements of all the involved mappings are
completely relaxed whereas most of the earlier theorems require the continuity of
at least one involved mapping.
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ABSTRACT. The aim of this paper is to establish strong convergence theorems for a strongly
relatively nonexpansive sequence in a smooth and uniformly convex Banach space. Then
we employ our results to approximate solutions of the zero point problem for a maximal
monotone operator and the fixed point problem for a relatively nonexpansive mapping.
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1. INTRODUCTION

Let E be a smooth and uniformly convex Banach space, E∗ the dual of E,
A ⊂ E ×E∗ a maximal monotone operator with a zero point, and {rn} a sequence
of positive real numbers. Assume that {xn} is a sequence defined as follows:
x1 ∈ E and

xn+1 = J−1

(
1
n

Jx +
(
1− 1

n

)
J(J + rnA)−1Jxn

)
for n ∈ N, where J and J−1 are the duality mappings of E and E∗, respectively. It
is known [9] that if rn −→ ∞, then {xn} converges strongly to some zero point of
A. However, we have not known whether {xn} converges strongly or not without
the assumption that rn −→ ∞. In §5 we present an affirmative answer to this
problem; see Theorem 5.2 and Remark 5.3.

Furthermore, a more general result is proved; see Theorem 4.1, which is a strong
convergence theorem for a strongly relatively nonexpansive sequence introduced
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in [3]. In the proofs of Theorem 4.1, we use modifications of ideas developed
in [10, 16]. In particular, Lemma 3.2 due to Maingé [10] is a fundamental tool; see
also Example 3.3 and Lemma 3.4.

In §5, using Theorem 4.1, we also show Theorem 5.5 which is a strong conver-
gence theorem for a relatively nonexpansive mapping in the sense of Matsushita
and Takahashi [11].

2. PRELIMINARIES

Throughout the present paper, E denotes a real Banach space with norm ‖ · ‖,
E∗ the dual of E, 〈x, x∗〉 the value of x∗ ∈ E∗ at x ∈ E, and N the set of positive
integers. The norm of E∗ is also denoted by ‖ · ‖. Strong convergence of a sequence
{xn} in E to x ∈ E is denoted by xn −→ x and weak convergence by xn ⇀ x.
The (normalized) duality mapping of E is denoted by J , that is, it is a set-valued
mapping of E into E∗ defined by

Jx = {x∗ ∈ E∗ : 〈x, x∗〉 = ‖x‖2 = ‖x∗‖2}

for x ∈ E.
Let SE denote the unit sphere of E, that is, SE = {x ∈ E : ‖x‖ = 1}. The norm

‖ · ‖ of E is said to be Gâteaux differentiable if the limit

lim
t−→0

‖x + ty‖ − ‖x‖
t

(2.1)

exists for all x, y ∈ SE . In this case E is said to be smooth and it is known that
the duality mapping J of E is single-valued. The norm of E is said to be uniformly
Gâteaux differentiable if for each y ∈ SE the limit (2.1) is attained uniformly for
x ∈ SE . A Banach space E is said to be uniformly smooth if the limit (2.1) is
attained uniformly for x, y ∈ SE . In this case it is known that J is uniformly
norm-to-norm continuous on each bounded subset of E; see [17] for more details.

A Banach space E is said to be strictly convex if x, y ∈ SE and x 6= y imply
‖x + y‖ < 2. A Banach space E is said to be uniformly convex if for any ε > 0
there exists δ > 0 such that x, y ∈ SE and ‖x − y‖ ≥ ε imply ‖x + y‖/2 ≤ 1 − δ.
It is known that E is reflexive and strictly convex if E is uniformly convex; E is
uniformly smooth if and only if E∗ is uniformly convex; see [17] for more details.

In the rest of this section, unless otherwise stated, we assume that E is a
smooth, strictly convex, and reflexive Banach space. In this case it is known that
the duality mapping J of E is single-valued and bĳective, and J−1 is the duality
mapping of E∗.

We deal with a real-valued function φ on E × E defined by

φ(x, y) = ‖x‖2 − 2〈x, Jy〉+ ‖y‖2

for x, y ∈ E; see [1, 8]. From the definition of φ, it is clear that

(‖x‖ − ‖y‖)2 ≤ φ(x, y) (2.2)

for all x, y ∈ E. Since ‖ · ‖2 is convex,

φ
(
w, J−1

(
λJx + (1− λ)Jy

))
≤ λφ(w, x) + (1− λ)φ(w, y) (2.3)

holds for all x, y, w ∈ E and λ ∈ [0, 1]. It is known that

φ(x, J−1x∗) ≤ φ(x, J−1(x∗ − y∗)) + 2〈J−1x∗ − x, y∗〉 (2.4)

holds for all x ∈ E and x∗, y∗ ∈ E∗; see [9, Lemma 3.2].
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Lemma 2.1. ([8, Proposition 2]) Let E be a smooth and uniformly convex Banach
space. Let {xn} and {yn} be bounded sequences in E. If φ(xn, yn) −→ 0, then
xn − yn −→ 0.

Let {xn} and {yn} be bounded sequences in E. Then it is obvious from the
definition of φ that φ(xn, yn) −→ 0 if xn− yn −→ 0. From this fact and Lemma 2.1,
we deduce the following: If E is a uniformly convex and uniformly smooth Banach
space, then

xn − yn −→ 0 ⇔ Jxn − Jyn −→ 0 ⇔ φ(xn, yn) −→ 0. (2.5)

In the rest of this section, we assume that C is a nonempty closed convex subset
of E.

Let T : C −→ E be a mapping. The set of fixed points of T is denoted by
F (T ). A point p ∈ C is said to be an asymptotic fixed point of T [6, 14] if there
exists a sequence {xn} in C such that xn ⇀ p and xn − Txn −→ 0. The set of
asymptotic fixed points of T is denoted by F̂ (T ). A mapping T is said to be of
type (r) if F (T ) 6= ∅ and φ(p, Tx) ≤ φ(p, x) for all x ∈ C and p ∈ F (T ); T is said
to be relatively nonexpansive [11, 12] if T is of type (r) and F (T ) = F̂ (T ). We
know that if T : C −→ E is of type (r), then F (T ) is closed and convex; see [12,
Proposition 2.4].

It is known that, for each x ∈ E, there exists a unique point x0 ∈ C such that

φ(x0, x) = min{φ(y, x) : y ∈ C}.
Such a point x0 is denoted by QC(x) and QC is called the generalized projection of
E onto C; see [1, 8]. It is known that

〈z −QC(x), Jx− JQC(x)〉 ≤ 0 (2.6)

or equivalently
φ(z,QC(x)) + φ(QC(x), x) ≤ φ(z, x) (2.7)

holds for all x ∈ E and z ∈ C. It is obvious from (2.7) that the generalized projection
QC is of type (r).

Let A be a set-valued mapping of E into E∗, which is denoted by A ⊂ E × E∗.
The effective domain of A is denoted by dom(A) and the range of A by R(A), that
is, dom(A) = {x ∈ E : Ax 6= ∅} and R(A) =

⋃
x∈dom(A) Ax. A set-valued mapping

A ⊂ E × E∗ is said to be a monotone operator if 〈x − y, x∗ − y∗〉 ≥ 0 for all
(x, x∗), (y, y∗) ∈ A. A monotone operator A ⊂ E × E∗ is said to be maximal if
A = A′ whenever A′ ⊂ E × E∗ is a monotone operator such that A ⊂ A′. It is
known that if A is a maximal monotone operator, then A−10 is closed and convex,
where A−10 = {x ∈ E : Ax 3 0}.

Let A ⊂ E × E∗ be a maximal monotone operator and r > 0. Then it is known
that R(J + rA) = E∗; see [15]. Thus a single-valued mapping Lr = (J + rA)−1J
of E onto dom(A) is well defined and is called the resolvent of A. It is also known
that F (Lr) = A−10 and

φ(u, Lrx) + φ(Lrx, x) ≤ φ(u, x) (2.8)

for all x ∈ E and u ∈ F (Lr); see [7, 9]. It is obvious from (2.8) that the resolvent
Lr of A is of type (r) for all r > 0 whenever A−10 is nonempty.

The following lemma is well known; see [2, 18].

Lemma 2.2. Let {ξn} be a sequence of nonnegative real numbers, {γn} a sequence of
real numbers, and {αn} a sequence in [0, 1]. Suppose that ξn+1 ≤ (1−αn)ξn +αnγn

for every n ∈ N, lim supn−→∞ γn ≤ 0, and
∑∞

n=1 αn = ∞. Then ξn −→ 0.
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3. EVENTUALLY INCREASING FUNCTIONS AND STRONGLY RELATIVELY
NONEXPANSIVE SEQUENCES

In this section, we provide some needed lemmas about an eventually increasing
function and a strongly relatively nonexpansive sequence.

A function τ : N −→ N is said to be eventually increasing if limn−→∞ τ(n) = ∞
and τ(n) ≤ τ(n + 1) for all n ∈ N. By definition, we easily obtain the following:

Lemma 3.1. Let τ : N −→ N be an eventually increasing function and {αn} a
sequence of real numbers such that αn −→ 0. Then ατ(n) −→ 0.

We need the following lemma:

Lemma 3.2. (Maingé [10, Lemma 3.1]) Let {ξn} be a sequence of real numbers.
Suppose that there exists a subsequence {ξni

} of {ξn} such that ξni
< ξni+1 for all

i ∈ N. Then there exist N ∈ N and a function τ : N −→ N such that τ(n) ≤ τ(n + 1),
ξτ(n) ≤ ξτ(n)+1, and ξn ≤ ξτ(n)+1 for all n ≥ N and limn−→∞ τ(n) = ∞.

Under the assumptions of Lemma 3.2, we can not choose a strictly increasing
function τ ; see the following example:

Example 3.3. Let {ξn} be a sequence of real numbers define by

ξn =

{
0 if n is odd;
1/n if n is even.

Then the following hold:
(1) There exists a subsequence {ξni

} of {ξn} such that ξni
< ξni+1 for all

i ∈ N;
(2) there does not exist a subsequence {ξmk

} of {ξn} such that ξmk
≤ ξmk+1

and ξk ≤ ξmk+1 for all k ∈ N.

Proof. Define ni = 2i− 1 for each i ∈ N. Then it is clear that

ξni
= ξ2i−1 = 0 <

1
2i

= ξ2i = ξni+1

for every i ∈ N. Thus (1) holds.
Let {ξmk

} be a subsequence of {ξn}. Suppose that ξmk
≤ ξmk+1 for all k ∈ N.

Then it is easy to check that mk is odd and mk + 1 is even for every k ∈ N. We now
assume that ξk ≤ ξmk+1 for all k ∈ N. Then it follows that

1
k

= ξk ≤ ξmk+1 =
1

mk + 1
if k is even. This implies that k ≥ mk + 1 ≥ k + 1, which is a contradiction. �

Using Lemma 3.2, we obtain the following:

Lemma 3.4. Let {ξn} be a sequence of nonnegative real numbers which is not
convergent. Then there exist N ∈ N and an eventually increasing function τ : N −→
N such that ξτ(n) ≤ ξτ(n)+1 for all n ∈ N and ξn ≤ ξτ(n)+1 for all n ≥ N .

Proof. Since {ξn} is not convergent, for any n ∈ N there exists m ∈ N such that
m ≥ n and ξm < ξm+1, and hence there exists a subsequence {ξni} of {ξn} such
that ξni

< ξni+1 for every i ∈ N. Lemma 3.2 implies that there exist N ∈ N and a
function σ : N −→ N such that σ(n) ≤ σ(n + 1), ξσ(n) ≤ ξσ(n)+1, and ξn ≤ ξσ(n)+1

for every n ≥ N and limn−→∞ σ(n) = ∞. Let us define τ : N −→ N by τ(n) = σ(N)
for n ∈ {1, 2, . . . , N} and τ(n) = σ(n) for n > N , which completes the proof. �
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In the rest of this section, unless otherwise stated, we assume that E is a
smooth, strictly convex, and reflexive Banach space and C is a nonempty closed
convex subset of E.

Let {Tn} be a sequence of mappings of C into E such that F =
⋂∞

n=1 F (Tn) is
nonempty. Then

• {Tn} is said to be a strongly relatively nonexpansive sequence [3] if each Tn

is of type (r) and φ(Tnxn, xn) −→ 0 whenever {xn} is a bounded sequence
in E and φ(p, xn)− φ(p, Tnxn) −→ 0 for some point p ∈ F ;

• {Tn} satisfies the condition (Z) if every weak cluster point of {xn} belongs to
F whenever {xn} is a bounded sequence in C such that Tnxn − xn −→ 0.

Let A ⊂ E × E∗ be a maximal monotone operator with a zero point and {rn} a
sequence of positive real numbers. Then (2.8) shows that the sequence {Lrn

} of
resolvents of A is a strongly relatively nonexpansive sequence; see [3] for more
details.

In order to prove our main result in §4, we need the following lemmas:

Lemma 3.5. Let {Tn} be a sequence of mappings of C into E such that F =⋂∞
n=1 F (Tn) is nonempty, τ : N −→ N an eventually increasing function, and {zn} a

bounded sequence in C such that φ(p, zn) − φ(p, Tτ(n)zn) −→ 0 for some p ∈ F . If
{Tn} is a strongly relatively nonexpansive sequence, then φ(Tτ(n)zn, zn) −→ 0.

Proof. Suppose that φ(Tτ(n)zn, zn) 9 0. Then there exist ε > 0 and a strictly
increasing function σ : N −→ N such that τ ◦ σ is also strictly increasing and

φ(Tτ◦σ(n)zσ(n), zσ(n)) ≥ ε (3.1)

for all n ∈ N. Set µ = τ ◦ σ and R(µ) = {µ(n) : n ∈ N}. Define a sequence {yn} in
C as follows: For each n ∈ N,

yn =

{
zσ◦µ−1(n) if n ∈ R(µ);
p if n 6∈ R(µ).

It is clear that {yn} is bounded,

φ(p, yn)− φ(p, Tnyn) = φ(p, zσ◦µ−1(n))− φ(p, Tτ(σ◦µ−1(n))zσ◦µ−1(n))

for n ∈ R(µ), and φ(p, yn) − φ(p, Tnyn) = 0 for n 6∈ R(µ). Since σ ◦ µ−1 is
strictly increasing, it follows that φ(p, yn)− φ(p, Tnyn) −→ 0, so φ(Tnyn, yn) −→ 0
because {Tn} is a strongly relatively nonexpansive sequence. Therefore, noting
that yµ(n) = zσ(µ−1(µ(n))) = zσ(n) and µ is strictly increasing, we have

φ(Tτ◦σ(n)zσ(n), zσ(n)) = φ(Tµ(n)yµ(n), yµ(n)) −→ 0,

which contradicts to (3.1). �

Lemma 3.6. Let {Tn} be a sequence of mappings of C into E such that F =⋂∞
n=1 F (Tn) is nonempty, τ : N −→ N an eventually increasing function, and {zn} a

bounded sequence in C such that Tτ(n)zn − zn −→ 0. Suppose that {Tn} satisfies
the condition (Z). Then every weak cluster point of {zn} belongs to F .

Proof. Let z be a weak cluster point of {zn}. Then there exists a strictly increasing
function σ : N −→ N such that zσ(n) ⇀ z as n −→∞ and τ ◦σ is strictly increasing.
Set µ = τ ◦ σ and R(µ) = {µ(n) : n ∈ N}. Define a sequence {yn} in C as follows:
For each n ∈ N,

yn =

{
zσ◦µ−1(n) if n ∈ R(µ);
p if n 6∈ R(µ),
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where p is a point in F . Then it is clear that {yn} is bounded,

yn − Tnyn = zσ◦µ−1(n) − Tτ(σ◦µ−1(n))zσ◦µ−1(n)

for n ∈ R(µ), and yn − Tnyn = 0 for nNotinR(µ). Since zn − Tτ(n)zn −→ 0 and
σ◦µ−1 is strictly increasing, it follows that yn−Tnyn −→ 0. Noting that µ is strictly
increasing and yµ(n) = zσ◦µ−1(µ(n)) = zσ(n) for every n ∈ N, we know that {zσ(n)}
is a subsequence of {yn}, and hence z is a weak cluster point of {yn}. Since {Tn}
satisfies the condition (Z), we conclude that z ∈ F . �

Lemma 3.7. Let {Tn} be a sequence of mappings of C into E, F a nonempty closed
convex subset of E, {zn} a bounded sequence in C such that zn − Tnzn −→ 0, and
u ∈ E. Suppose that every weak cluster point of {zn} belongs to F . Then

lim sup
n−→∞

〈Tnzn − w, Ju− Jw〉 ≤ 0,

where w = QF (u).

Proof. Since zn−Tnzn −→ 0 and {zn} is bounded, there exists a weakly convergent
subsequence {zni

} of {zn} such that

lim sup
n−→∞

〈Tnzn − w, Ju− Jw〉 = lim sup
n−→∞

〈zn − w, Ju− Jw〉

= lim
i−→∞

〈zni − w, Ju− Jw〉.

Let z be the weak limit of {zni}. By assumption, we see that z ∈ F . Thus (2.6)
shows that

lim
i−→∞

〈zni
− w, Ju− Jw〉 = 〈z − w, Ju− Jw〉 ≤ 0,

which is the desired result. �

4. STRONG CONVERGENCE THEOREMS FOR STRONGLY RELATIVELY
NONEXPANSIVE SEQUENCES

In this section, we prove the following strong convergence theorem:

Theorem 4.1. Let E be a smooth and uniformly convex Banach space, C a nonempty
closed convex subset of E, {Sn} a sequence of mappings of C into E such that
F =

⋂∞
n=1 F (Sn) is nonempty, and {αn} a sequence in [0, 1] such that αn −→ 0. Let

u be a point in E and {xn} a sequence defined by x1 ∈ C and

xn+1 = QCJ−1
(
αnJu + (1− αn)JSnxn

)
(4.1)

for n ∈ N. Suppose that

• {Sn} is a strongly relatively nonexpansive sequence;
• {Sn} satisfies the condition (Z);
• αn > 0 for every n ∈ N and

∑∞
n=1 αn = ∞.

Then {xn} converges strongly to w = QF (u).

First, we show some lemmas; then we prove Theorem 4.1. In the rest of this
section, we set

yn = J−1
(
αnJu + (1− αn)JSnxn

)
for n ∈ N, so (4.1) is reduced to xn+1 = QC(yn).

Lemma 4.2. Both {xn} and {Snxn} are bounded, and moreover, the following hold:

(1) yn − Snxn −→ 0;
(2) φ(w, xn+1) ≤ αnφ(w, u) + φ(w,Snxn) for every n ∈ N;
(3) φ(w, xn+1) ≤ (1− αn)φ(w, xn) + 2αn〈yn − w, Ju− Jw〉 for every n ∈ N.
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Proof. Since QC and Sn are of type (r) and w ∈ F (Sn) ⊂ C, it follows from (2.3)
that

φ(w, xn+1) ≤ φ(w, yn)

≤ αnφ(w, u) + (1− αn)φ(w,Snxn)

≤ αnφ(w, u) + (1− αn)φ(w, xn)
(4.2)

for every n ∈ N. Thus, by induction on n, we have

φ(w,Snxn) ≤ φ(w, xn) ≤ max{φ(w, x1), φ(w, u)}.

Therefore, by virtue of (2.2), it turns out that {xn} and {Snxn} are bounded.
By αn −→ 0, it is clear that Jyn − JSnxn = αn(Ju− JSnxn) −→ 0. This shows

that
yn − Snxn = J−1Jyn − J−1JSnxn −→ 0

because E∗ is uniformly smooth and J−1 is uniformly continuous on every bounded
set. Thus (1) holds.

(2) follows from (4.2).
Since Sn is of type (r), it follows from (4.2), (2.4), and (2.3) that

φ(w, xn+1) ≤ φ(w, yn)

≤ φ
(
w, J−1

(
αnJu + (1− αn)JSnxn − αn(Ju− Jw)

))
+ 2〈yn − w,αn(Ju− Jw)〉

≤ (1− αn)φ(w,Snxn) + αnφ(w,w) + 2αn〈yn − w, Ju− Jw〉
≤ (1− αn)φ(w, xn) + 2αn〈yn − w, Ju− Jw〉

(4.3)

for every n ∈ N. Therefore, (3) holds. �

Lemma 4.3. Suppose that

lim sup
n−→∞

(
φ(w, xn)− φ(w, xn+1)

)
≤ 0. (4.4)

Then {xn} converges strongly to w.

Proof. We first show that Snxn−xn −→ 0. Since Sn is of type (r), it follows from (2)
in Lemma 4.2 that

0 ≤ φ(w, xn)− φ(w,Snxn) ≤ φ(w, xn)− φ(w, xn+1) + αnφ(w, u)

for every n ∈ N, so φ(w, xn)− φ(w,Snxn) −→ 0 by (4.4) and αn −→ 0. Since {Sn}
is a strongly relatively nonexpansive sequence and {xn} is bounded by Lemma 4.2,
φ(Snxn, xn) −→ 0. Using Lemma 2.1, we conclude that Snxn − xn −→ 0.

We know that yn − Snxn −→ 0 by (1) in Lemma 4.2 and {Sn} satisfies the
condition (Z) by assumption, so Lemma 3.7 implies that

lim sup
n−→∞

〈yn − w, Ju− Jw〉 = lim sup
n−→∞

〈Snxn − w, Ju− Jw〉 ≤ 0.

It follows from (3) in Lemma 4.2 that

φ(w, xn+1) ≤ (1− αn)φ(w, xn) + 2αn〈yn − w, Ju− Jw〉

for every n ∈ N. Therefore, noting that
∑∞

n=1 αn = ∞ and using Lemma 2.2, we
conclude that φ(w, xn) −→ 0, and hence xn −→ w by Lemma 2.1. �

Lemma 4.4. The real number sequence {φ(w, xn)} is convergent.
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Proof. We assume, to obtain a contraction, that {φ(w, xn)} is not convergent. Then
Lemma 3.4 implies that there exist N ∈ N and an eventually increasing function
τ : N −→ N such that

φ(w, xτ(n)) ≤ φ(w, xτ(n)+1) (4.5)
for every n ∈ N and

φ(w, xn) ≤ φ(w, xτ(n)+1) (4.6)
for every n ≥ N .

We show that Sτ(n)xτ(n) − xτ(n) −→ 0. Since Sτ(n) is of type (r), it follows
from (4.5), (2) in Lemma 4.2, and Lemma 3.1 that

0 ≤ φ(w, xτ(n))− φ(w,Sτ(n)xτ(n))

≤ φ(w, xτ(n)+1)− φ(w,Sτ(n)xτ(n))

≤ ατ(n)φ(w, u) −→ 0

as n −→ ∞. Since {xτ(n)} is bounded and {Sn} is a strongly relatively nonex-
pansive sequence, it follows from Lemma 3.5 that φ(Sτ(n)xτ(n), xτ(n)) −→ 0, so we
conclude that Sτ(n)xτ(n) − xτ(n) −→ 0 by Lemma 2.1.

Finally, we obtain a contradiction that φ(w, xn) −→ 0. From (3) in Lemma 4.2
and (4.5), we know that

φ(w, xτ(n)+1) ≤ (1− ατ(n))φ(w, xτ(n)) + 2ατ(n)〈yτ(n) − w, Ju− Jw〉
≤ (1− ατ(n))φ(w, xτ(n)+1) + 2ατ(n)〈yτ(n) − w, Ju− Jw〉

(4.7)

for every n ∈ N, where yτ(n) = J−1
(
ατ(n)Ju + (1 − ατ(n))JSτ(n)xτ(n)

)
for n ∈ N.

Thus, by ατ(n) > 0, (4.7) shows that

φ(w, xτ(n)+1) ≤ 2〈yτ(n) − w, Ju− Jw〉 (4.8)

for every n ∈ N. Since {Sn} satisfies the condition (Z), it follows from Lemma 3.6
that every weak cluster point of {xτ(n)} belongs to F . Using (4.8), (1) in Lemma 4.2,
and Lemma 3.7, we have

lim sup
n−→∞

φ(w, xτ(n)+1) ≤ 2 lim sup
n−→∞

〈yτ(n) − w, Ju− Jw〉

= 2 lim sup
n−→∞

〈Sτ(n)xτ(n) − w, Ju− Jw〉 ≤ 0.

Therefore, by virtue of (4.6), we conclude that

lim sup
n−→∞

φ(w, xn) ≤ lim sup
n−→∞

φ(w, xτ(n)+1) ≤ 0,

and hence φ(w, xn) −→ 0, which is a contradiction. �

Proof of Theorem 4.1. Using Lemmas 4.3 and 4.4, we get the conclusion. �

5. APPLICATIONS

In this section, we study the zero point problem for a maximal monotone operator
and the fixed point problem for a relatively nonexpansive mapping. We employ
Theorem 4.1 to approximate solutions of these problems.

To prove the first theorem, we need the following lemma:

Lemma 5.1. ([4, Lemma 3.5]) Let E be a strictly convex and reflexive Banach space
whose norm is uniformly Gâteaux differentiable, {rn} a sequence of positive real
numbers, and Lrn

the resolvent of a maximal monotone operator A ⊂ E × E∗. Sup-
pose that infn rn > 0 and A−10 is nonempty. Then {Lrn

} satisfies the condition (Z).

We adopt a modified proximal point algorithm introduced by Kohsaka and Taka-
hashi [9] in the following theorem:
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Theorem 5.2. Let E be a uniformly convex Banach space whose norm is uniformly
Gâteaux differentiable, A ⊂ E ×E∗ a maximal monotone operator, {αn} a sequence
in (0, 1], and {rn} a sequence of positive real numbers. Suppose that A−10 is non-
empty, αn −→ 0,

∑∞
n=1 αn = ∞, and infn rn > 0. Let u be a point in E and {xn} a

sequence defined by x1 ∈ E and

xn+1 = J−1
(
αnJu + (1− αn)JLrn

xn

)
(5.1)

for n ∈ N, where Lrn = (J + rnA)−1J . Then {xn} converges strongly to QA−10(u).

Proof. Set Sn = Lrn
for n ∈ N. It is known that F (Sn) = A−10 and Lrn

is a type (r)
self-mapping of E for each n ∈ N. Hence

⋂∞
n=1 F (Sn) = A−10 is nonempty. It is

also known that {Sn} is a strongly relatively nonexpansive sequence by [3, Example
3.2] and {Sn} satisfies the condition (Z) by Lemma 5.1. It is clear that QE is the
identity mapping on E. Therefore, Theorem 4.1 implies the conclusion. �

Remark 5.3. Theorem 5.2 is similar to [9, Theorem 3.3]. In [9, Theorem 3.3], E
is assumed to be smooth and uniformly convex and {αn} in [0, 1] while {rn} is
assumed to diverge to infinity.

To prove the next theorem, we need the following lemma:

Lemma 5.4. ([3, Lemma 2.1]) Let {xn} and {yn} be two bounded sequences in a
uniformly convex Banach space E and {λn} a sequence in [0, 1] such that lim inf

n−→∞
λn >

0. Suppose that

λn‖xn‖2 + (1− λn)‖yn‖2 − ‖λnxn + (1− λn)yn‖2 −→ 0.

Then (1− λn)(xn − yn) −→ 0.

The following is a strong convergence theorem for a relatively nonexpansive map-
ping; see [11, 12] for other convergence theorems and see also [3].

Theorem 5.5. ([13, Theorem 3.4]) Let E be a uniformly convex and uniformly smooth
Banach space, C a nonempty closed convex subset of E, T : C −→ E a relatively
nonexpansive mapping, {αn} a sequence in (0, 1], and {βn} a sequence in [0, 1]. Sup-
pose that αn −→ 0,

∑∞
n=1 αn = ∞, and 0 < lim infn−→∞ βn ≤ lim supn−→∞ βn < 1.

Let u be a point in E and {xn} a sequence defined by x1 ∈ C and

xn+1 = QCJ−1
(
αnJu + (1− αn)

(
βnJxn + (1− βn)JTxn

))
(5.2)

for n ∈ N. Then {xn} converges strongly to QF (T )(u).

Proof. Set Sn = J−1
(
βnJ + (1 − βn)JT

)
for n ∈ N. Then it is easy to check that

each Sn is a mapping of type (r) and
⋂∞

n=1 F (Sn) = F (T ); see [5, Corollary 3.8].
Moreover, it is clear that (5.2) coincides with (4.1). To finish the proof, it is enough
to show that {Sn} is a strongly relatively nonexpansive sequence and {Sn} satisfies
the condition (Z).

Let {yn} be a bounded sequence in C such that φ(p, yn) − φ(p, Snyn) −→ 0 for
some p ∈

⋂∞
n=1 F (Sn). Since T is of type (r), we have

βn‖Jyn‖2 + (1− βn)‖JTyn‖2 − ‖JSnyn‖2

= βnφ(p, yn) + (1− βn)φ(p, Tyn)− φ(p, Snyn)

≤ βnφ(p, yn) + (1− βn)φ(p, yn)− φ(p, Snyn)

= φ(p, yn)− φ(p, Snyn) −→ 0.
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Using Lemma 5.4 and (2.5), it turns out that

Jyn − JSnyn = (1− βn)(Jyn − JTyn) −→ 0,

and hence φ(Snyn, yn) −→ 0. Thus {Sn} is a strongly relatively nonexpansive
sequence.

Let {zn} be a bounded sequence in C such that zn−Snzn −→ 0. Then it follows
from (2.5) that

(1− βn)(Jzn − JTzn) = Jzn − JSnzn −→ 0,

so we conclude that zn − Tzn −→ 0 by lim supn−→∞ βn < 1 and (2.5). Since T
is relatively nonexpansive, every weak cluster point of {zn} belongs to F (T ). This
means that {Sn} satisfies the condition (Z). Consequently, Theorem 4.1 implies the
conclusion. �

Remark 5.6. In [13, Theorem 3.4], {αn} and {βn} are assumed to be sequences
in (0, 1).
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1. INTRODUCTION

Consider m closed linear subspaces S1, S2, . . . , Sm of a given Hilbert space H
and let S denote their intersection. Let the infinite product

∏∞
j=1 Pj : = · · ·P3P2P1

only consist of orthogonal projections PSk
, 1 ≤ k ≤ m, onto these subspaces. We

are concerned with the asymptotic behavior of the sequence {xn}∞n=0 defined by

xn =
n∏

j=1

Pjx0 = PnPn−1...P1x0, n = 1, 2, . . . .

Denoting the norm of H by || · ||, we recall that the classical theorems of J. von
Neumann [10] and I. Halperin [9] declare that, for any x0 ∈ H,

lim
n−→∞

||(PSm
PSm−1 · · ·PS1)

nx0 − PSx0|| = 0. (1.1)

We observe that the iterative process here is strongly cyclical and this condition is,
in fact, essential for the proof of (1.1). The convergence in (1.1) may not be uniform
(on bounded subsets of initial points) and these theorems do not provide any rate
of convergence.

Except for some earlier partial results, general necessary and sufficient condi-
tions for uniform convergence in (1.1) were found much later (see [6] for m = 2 and
[2] for the general case). In addition, some estimates of the rate of this convergence
were also obtained, mainly by using the notion of angles between subspaces [8].
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Traditionally, these estimates were asserted for cyclical products, although this
restriction was not as essential as it was for proving (1.1) in [9]. As a matter of
fact, these estimates were stated for one cycle, but then immediately generalized to
the power n. Consequently, the possibility of concatenating different fragmentary
products of projections into an infinite one was not considered.

We have recently [15–17] used a geometric approach (in particular, angles be-
tween subspaces) to establish useful estimates for proving convergence of infinite
products involving not only orthogonal projections, but also other (possibly nonlin-
ear) nonexpansive operators in Hilbert space. In [18] we provide sufficient condi-
tions for the strong and uniform (on bounded subsets of initial points) convergence
of such infinite products by applying new estimates of the inclination [1] of a finite
tuple of closed linear subspaces.

In view of the diverse applications of infinite products (see, for instance, [7] and
the references therein), it is natural to ask if these results continue to hold in the
presence of computational errors. In the present paper we give affirmative answers
to this question. Our main results, Theorems 2.1 and 2.2, are formulated in Section
2. Their proofs are given in Section 3.

Previous studies concerning inexact powers and infinite products of operators
can be found, for example, in [3–5, 11–14, 19].

2. MAIN RESULTS

For each x ∈ H and each B ⊂ H, set

ρ(x, B) = inf{||x− y|| : y ∈ B}.
We consider an iterative process, presented as an infinite product

∏∞
i=1 AiPi,

where all Ai are quasi-nonexpansive, possibly nonlinear, operators of arbitrary
nature and each Pi is a finite product of all the projections PS1 , PS2 , . . . , PSm

in
any order and amount (that is, with possible repetitions). Here S1, S2, . . . , Sm are
assumed to be closed linear subspaces of a given Hilbert space H. By S we denote
the intersection of S1, S2, . . . , Sm; the case S = {0} is permitted as well. We assume
that all the subspaces Sj are different. Recall that the principal question studied
in this paper concerns the asymptotic behavior of the sequence {xn}∞n=0 defined
by xn =

∏n
i=1 AiPix0, n = 1, 2, . . . , in the presence of computational errors.

We are now ready to state our two main results.

Theorem 2.1. Let {An}∞n=1 be a sequence of self-mappings of a Hilbert space H.
Assume that for all integers n ≥ 1,

An(S) ⊂ S (2.1)

and
||Any −Anx|| ≤ ||y − x|| for all y ∈ H and all x ∈ S. (2.2)

Assume further that for all integers n ≥ 1 and all x ∈ H ,

||Pnx− PSx|| ≤ qn||x− PSx|| (2.3)

with the factors qn ∈ (0, 1] satisfying

lim
n−→∞

n∏
i=1

qi = 0 (2.4)

and

M0 := sup{1 +
k∑

p=2

k∏
i=p

qi : k = 2, 3, . . . } < ∞. (2.5)
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Let the positive numbers M, ε, δ and a natural number n0 satisfy
n0∏
i=1

qiM ≤ ε/2 (2.6)

and

δM0 ≤ ε/2. (2.7)

Finally, assume that {xi}∞i=0 ⊂ H ,

||x0|| ≤ M, (2.8)

and that for any integer n ≥ 1,

||xn −AnPnxn−1|| ≤ δ. (2.9)

Then

ρ(xi, S) ≤ ε for all integers i ≥ n0.

Theorem 2.2. Assume that (2.1) and (2.2) hold for all integers n ≥ 1, and that (2.3)
holds for all integers n ≥ 1 and all points x ∈ H with the factors qn ∈ (0, 1] satisfying
both (2.4) and (2.5). Assume further that {δi}∞i=1 ⊂ (0,∞) and

lim
i−→∞

δi = 0. (2.10)

Let ε,M > 0 be given. Then there exists an integer n1 ≥ 1 such that for each
sequence {xn}∞n=0 ⊂ H satisfying

||x0|| ≤ M (2.11)

and

||xn −AnPnxn−1|| ≤ δn for all integers n ≥ 1, (2.12)

the following inequality holds:

ρ(xn, S) ≤ ε for all integers n ≥ n1. (2.13)

Before proceeding to the proofs of these theorems in Section 3, we observe that
both (2.4) and (2.5) clearly hold if for all i = 1, 2, . . . ,

qi ≤ q < 1

for some constant q.
More generally, both (2.4) and (2.5) hold if there are a real number q ∈ (0, 1)

and a natural number p such that

qip ≤ q for all natural numbers i.

In this connection, recall that the number

l(S1, S2, . . . , Sm) = inf
x6∈S

max
1≤j≤m

ρ(x, Sj)ρ(x, S)−1

is called the inclination of the m-tuple (S1, S2, . . . , Sm). Clearly, 0 ≤ l ≤ 1.
By [1], for any set of integers {i1, . . . , iN} = {1, 2, . . . ,m} and any x ∈ H,

||PSiN
PSiN−1

· · ·PSi1
x− PSx|| ≤ (1− l2N−2)1/2||x− PSx||.

Thus (2.4) and (2.5) hold if there is a natural number p such that

sup{Nip : i = 1, 2, . . . } < ∞,

where Nk is the number of operators in the product Pk.
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3. PROOFS OF THEOREMS 2.1 AND 2.2

We begin with the following lemma.

Lemma 3.1. Assume that both (2.1) and (2.2) hold for each integer n ≥ 1, (2.3)
holds for all integers n ≥ 1 and all points x ∈ H , δ is a positive number, and the
sequence {xn}∞n=0 ⊂ X satisfies

||xn −AnPnxn−1|| ≤ δ (3.1)

for all integers n ≥ 1. Then for any integer k ≥ 2,

ρ(xk, S) ≤ (
k∏

i=1

qi)ρ(x0, S) + δ(1 +
k∑

p=2

(
k∏

i=p

qi)). (3.2)

Proof. In view of (3.1), for any integer n ≥ 1,

ρ(xn, S) ≤ ||xn −AnPnxn−1||+ ρ(AnPnxn−1, S)

≤ δ + ||AnPnxn−1 −AnPSxn−1||,
and in view of (2.1) and (2.2),

ρ(xn, S) ≤ δ + ||Pnxn−1 − PSxn−1|| ≤ δ + qn||xn−1 − PSxn−1||
≤ δ + qnρ(xn−1, S). (3.3)

By (3.3),

ρ(x1, S) ≤ δ + q1ρ(x0, S), ρ(x2, S) ≤ q1q2ρ(x0, S) + q2δ + δ. (3.4)

We now show by induction that for any integer k ≥ 2, inequality (3.2) holds. To
this end, we first note that in view of (3.4), inequality (3.2) certainly holds for k = 2.

Assume that n ≥ 2 is an integer and that (3.2) holds for k = n. Thus

ρ(xn, S) ≤ (
n∏

i=1

qi)ρ(x0, S) + δ(1 +
n∑

p=2

(
n∏

i=p

qi)). (3.5)

By (3.3) and (3.5),
ρ(xn+1, S) ≤ δ + qn+1ρ(xn, S)

≤ δ + (
n+1∏
i=1

qi)ρ(x0, S) + δqn+1(1 +
n∑

p=2

(
n∏

i=p

qi))

= (
n+1∏
i=1

qi)ρ(x0, S) + δ(1 + qn+1 +
n∑

p=2

(
n+1∏
i=p

qi))

= (
n+1∏
i=1

qi)ρ(x0, S) + δ(1 +
n+1∑
p=2

(
n+1∏
i=p

qi)),

so that (3.2) holds for k = n + 1. Thus we have shown by induction that inequality
(3.2) holds for all integers k ≥ 2, as claimed. Lemma 3.1 is proved. �

Completion of the proof of Theorem 2.1. By Lemma 3.1, (2.8), (2.5), (2.6)
and (2.7), for any integer k ≥ n0, we have

ρ(xk, S) ≤ (
k∏

i=1

qi)ρ(x0, S) + δ(1 +
k∑

p=2

(
k∏

i=p

qi))

≤ (
n0∏
i=1

qi)M + δM0 ≤ ε/2 + ε/2 = ε.
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Theorem 2.1 is proved.
Proof of Theorem 2.2. Let M0 be defined by (2.5). Choose a positive number δ̄
such that

δ̄M0 < ε/2. (3.6)

By (2.10), there is a natural number n0 such that

δi < δ̄ for all integers i ≥ n0. (3.7)

Choose
δ̂ = sup{δi : i = 1, 2, . . . } (3.8)

and set
M1 = δ̂M0 + M. (3.9)

By (2.4), there is a natural number n1 > n0 such that

M1

n1∏
i=n0+1

qi < ε/2. (3.10)

Assume that a sequence {xi}∞i=0 ⊂ H satisfies (2.11) and (2.12). By (3.8), (2.11),
(2.12), Lemma 3.1 and (3.9),

ρ(xn0 , S) ≤
n0∏
i=1

qiρ(x0, S) + δ̂M0 < M1. (3.11)

For each integer i ≥ 1, define

yi−1 = xi−1+n0 , Ãi = Ai+n0 , P̃i = Pi+n0 . (3.12)

By (3.11), (3.12), (2.12), (2.5), (3.6), (3.7), (3.10) and by Lemma 3.1 applied to
{yi}∞i=0, {Ãi}∞i=1 and {P̃i}∞i=1, we have for all integers k ≥ n1,

ρ(xk, S) = ρ(yk−n0 , S)

≤ (
k∏

p=n0+1

qp)ρ(y0, S) + δ̂(1 +
k∑

p=n0+1

(
k∏

i=p

qi))

≤
n1∏

p=n0+1

qpM1 + δ̄M0 < ε/2 + ε/2 = ε,

as asserted. Theorem 2.2 is proved.
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ABSTRACT. In this paper, a new iterative method for finding a common fixed point of a
countable nonexpansive mappings in a Hilbert space, is introduced. Then a strong conver-
gence theorem for a countable family of nonexpansive mappings is proved. This theorem
improve and extend some recent results of Tian (2010) and Xu (2004).
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1. INTRODUCTION

Let H be a real Hilbert space. A mapping S of H into itself is called nonexpansive,
if ‖Sx−Sy‖ ≤ ‖x− y‖ for all x, y ∈ H. Let Fix(S) denote the fixed points set of S.
We assume Fix(S) 6= ∅, it is well known, Fix(S) is closed and convex. Recall that
a contraction on H is a self-mapping f of H such that ‖f(x) − f(y)‖ ≤ α‖x − y‖
for all x, y ∈ H, where α ∈ (0, 1) is a constant. Let A be a bounded linear operator
on H. A is strongly positive; that is, there exists a constant γ > 0 such that
〈Ax, x〉 ≥ γ‖x‖2, for all x ∈ H.

Moudafi [5] introduced the viscosity approximation method for nonexpansive
mappings. Let f be a contraction on H, starting with an arbitrary initial x0 ∈ H,
define a sequence {xn} recursively by

xn+1 = αnf(xn) + (1− αn)Sxn, n ≥ 0, (1.1)

where {αn} is a sequence in (0, 1). Xu [9] proved that under certain appropriate
conditions on {αn}, the sequence {xn} generated by (1.1) converges strongly to the
unique solution x∗ in Fix(S) of the variational inequality:

〈(I − f)x∗, x∗ − x〉 ≤ 0, for all x ∈ Fix(S). (1.2)

Note that iterative methods for nonexpansive mappings can be used to solve a
convex minimization problem. See, e.g., [2, 8, 10] and references therein. A typical
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problem is that of minimizing a quadratic function over the set of the fixed points
of nonexpansive mapping on a real Hilbert space

min
x∈Fix(S)

1
2
〈Ax, x〉 − 〈x, b〉, (1.3)

where b is a given point in H.
In [8], it is proved, the sequence {xn} defined by the iterative method below with

an arbitrary initial x0 ∈ H

xn+1 = αnb + (I − αnA)Sxn, n ≥ 0, (1.4)

converges strongly to the unique solution of the minimization problem (1.3) pro-
vided the sequence {αn} satisfies certain conditions. Combining the iterative
method (1.1) and (1.4), Marino and Xu [4] consider the following general iterative
method:

xn+1 = αnγf(xn) + (I − αnA)Sxn, n ≥ 0. (1.5)

It is proved, if the sequence {αn} satisfies appropriate conditions, then the se-
quence {xn} generated by (1.5) converges strongly to the unique solution of the
variational inequality

〈(γf −A)x∗, x− x∗〉 ≤ 0, for all x ∈ Fix(S).

which is the optimality condition for the minimization problem

min
x∈Fix(S)

1
2
〈Ax, x〉 − h(x),

where h is a potential function for γf (i.e., h′(x) = γf(x) for x ∈ H).
On the other hand, Yamada [10] introduced the following hybrid iterative method

for solving the variational inequality

xn+1 = Sxn − µλnF (Sxn), n ≥ 0, (1.6)

where F is k − Lipschitzian and η-strongly monotone operator with k > 0, η > 0
and 0 < µ < 2η/k2, then, if {λn} satisfies appropriate conditions, the sequence
{xn} generated by (1.6) converges strongly to the unique solution of the variational
inequality

〈Fx∗, x− x∗〉 ≥ 0, for all x ∈ Fix(S).

Tian [7] combined the iterative method (1.5) with the Yamada’s method (1.6) and
considered the following iterative method:

xn+1 = αnγf(xn) + (I − µαnF )Sxn, n ≥ 0. (1.7)

He proved, if the sequence {αn} satisfies appropriate conditions, then the sequence
{xn} generated by (1.7) converges strongly to the unique solution x∗ ∈ Fix(S) of
the variational inequality

〈(γf − µF )x∗, x− x∗〉 ≤ 0, for all x ∈ Fix(S).

In this paper, motivated by Tian [7], we prove a strong convergence theorem for a
countable family of nonexpansive mappings in a Hilbert space. Our result improve
and extend the corresponding results in recent works.
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2. PRELIMINARIES

Let H be a real Hilbert space with inner product 〈., .〉 and the norm ‖.‖. Weak
and strong convergence is denoted by notation ⇀ and →, respectively. In a real
Hilbert space H,

‖λx + (1− λ)y‖2 = λ‖x‖2 + (1− λ)‖y‖2 − λ(1− λ)‖x− y‖2,

for all x, y ∈ H and λ ∈ R. Let C be a nonempty closed convex subset of H. Then,
for any x ∈ H, there exists a unique nearest point in C, denoted by PC(x), such
that

‖x− PC(x)‖ ≤ ‖x− y‖, for all y ∈ C.

Such a PC is called the metric projection of H onto C. It is known, PC is nonex-
pansive. Further, for x ∈ H and z ∈ C,

z = PC(x) ⇔ 〈x− z, z − y〉 ≥ 0, for all y ∈ C.

Now, we collect some lemmas which will be used in the main result.

Lemma 2.1. Let H be a real Hilbert space. Then, for all x, y ∈ H,

(I) ‖x + y‖2 ≤ ‖x‖2 + 2〈y, x + y〉;
(II) ‖x + y‖2 ≥ ‖x‖2 + 2〈y, x〉.

Lemma 2.2. [1] Assume {an} is a sequence of nonnegative real numbers such that

an+1 ≤ (1− γn)an + γnvn + rn,

where {γn} is a sequence in (0, 1), {rn} is a sequence of nonnegative real numbers
and {vn} is a sequence in R such that

(I)
∑∞

n=1 γn = ∞;
(II) lim supn→∞ vn ≤ 0;

(III)
∑∞

n=1 rn < ∞.

Then, limn→∞ an = 0.

Lemma 2.3. [3] Let C be a nonempty closed convex subset of H and S : C → C
a nonexpansive mapping with Fix(S) 6= ∅. If {xn} is a sequence in C weakly
converging to x and if {(I − S)(xn)} converges strongly to y, then (I − S)x = y.

Lemma 2.4. [1] Let C be a nonempty closed convex subset of H. Suppose

∞∑
n=1

sup{‖Tn+1z − Tnz‖ : z ∈ C} < ∞.

Then, for each y ∈ C, {Tny} converges strongly to some point of C. Moreover, let
T be a mapping of C into itself defined by Ty = limn→∞ Tny, for all y ∈ C. Then
limn→∞ sup{‖Tz − Tnz‖ : z ∈ C} = 0.

Theorem 2.5. [7] Let H be a real Hilbert space, S : H → H be a nonexpansive
mapping with Fix(S) 6= ∅, f : H → H be a contraction with coefficient 0 < α < 1
and F be a k-Lipschitzian and η-strongly monotone operator on H with k > 0, η > 0.

Let 0 < µ < 2η/k2 and 0 < γ < µ(η − µk2

2 )/α = τ/α. Then the unique fixed point
xt ∈ H of the contraction x 7→ tγf(x) + (I − tµF )Sx converges strongly to a fixed
point q of S as t → 0 which solves the following variational inequality

〈(µF − γf)q, q − z)〉 ≤ 0, for all z ∈ Fix(S).
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Theorem 2.6. [7] Let H be a real Hilbert space, S : H → H be a nonexpansive
mapping with Fix(S) 6= ∅, f : H → H be a contraction with coefficient 0 < α < 1
and F be a k-Lipschitzian and η-strongly monotone operator on H with k > 0, η > 0.

Let 0 < µ < 2η/k2 and 0 < γ < µ(η − µk2

2 )/α = τ/α. Suppose {αn} is a sequence
in (0, 1) satisfying the following conditions:

(I) limn→∞ αn = 0;
(II)

∑∞
n=1 αn = ∞;

(III)
∑∞

n=1 |αn+1 − αn| < ∞ or limn→∞
αn

αn+1
= 1.

Let x0 ∈ H. Then the sequence {xn} defined by (1.7) converges strongly to q that is
obtained in Theorem 2.5.

3. MAIN RESULTS

In this section, we prove the following strong convergence theorem for finding a
common element of fixed points set of a countable family of nonexpansive mappings
in a Hilbert space.

Theorem 3.1. Let H be a real Hilbert space H. Let {Sn}∞n=1 be an infinite family
of nonexpansive self-mappings on H which satisfies

⋂∞
n=1 Fix(Sn) 6= ∅. Let f be

a contraction of H into itself with coefficient 0 < α < 1 and F a k-Lipschitzian
and η-strongly monotone operator on H with k > 0, η > 0. Let 0 < µ < 2η/k2,

0 < γ < µ(η − µk2

2 )/α = τ/α and τ < 1. Define a sequence {xn} ⊂ H as follows:
x1 = x ∈ H and {

yn = αnγf(xn) + (I − αnµF )Snxn,
xn+1 = (1− βn)yn + βnSnyn, n ≥ 1,

(3.1)

where {αn} and {βn} are two sequences in [0, 1] satisfying the following conditions:

(I) limn→∞ αn = 0 and
∑∞

n=1 αn = ∞;
(II) limn→∞ βn = 0 or βn ∈ [0, b) for some b ∈ (0, 1) and

∑∞
n=1 |βn+1−βn| < ∞;

(III)
∑∞

n=1 |αn+1 − αn| < ∞ or limn→∞
αn

αn+1
= 1.

Suppose
∑∞

n=1 sup{‖Sn+1z − Snz‖ : z ∈ K} < ∞ for any bounded subset K of
H. Let S be a mapping of H into itself defined by Sz = limn→∞ Snz for all z ∈ H
and suppose Fix(S) =

⋂∞
n=1 Fix(Sn). Then the sequences {xn} defined by (3.1)

converge strongly to q ∈ Fix(S) which is a unique solution of the following variational
inequality

〈(µF − γf)q, q − z〉 ≤ 0, for all z ∈ Fix(S).

Proof. Let Q = PT∞
n=1 Fix(Sn). So

‖Q(I − µF + γf)(x)−Q(I − µF + γf)(y)‖ ≤ ‖(I − µF + γf)(x)−
(I − µF + γf)(y)‖

≤ ‖(I − µF )(x)− (I − µF )(y)‖
+γ‖f(x)− f(y)‖

≤ (1− τ)‖x− y‖+ γα‖x− y‖
= (1− (τ − γα))‖x− y‖,

for all x, y ∈ H. Therefore, PT∞
n=1 Fix(Sn)(I − µF + γf) is a contraction of H

into itself, which implies, there exists a unique element q ∈ H such that q =
Q(I − µF + γf)(q) = PT∞

n=1 Fix(Sn)(I − µF + γf)(q) or equivalently

〈(µF − γf)q, q − z)〉 ≤ 0, for all z ∈ Fix(S). (3.2)
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We proceed with following steps:
Step 1. {xn} and {yn} are bounded. Let p ∈ Fix(S). Then, from (3.1), we have

‖xn+1 − p‖ = ‖(1− βn)(yn − p) + βn(Snyn − p)‖ ≤ ‖yn − p‖
= ‖αn(γf(xn)− µF (p)) + (I − αnµF )(Snxn − p)‖
≤ (1− αnτ)‖xn − p‖+ αnγα‖xn − p‖+ αn‖γf(p)− µF (p)‖
≤ (1− αn(τ − γα))‖xn − p‖+ αn‖γf(p)− µF (p)‖
≤ max{‖xn − p‖, ‖γf(p)−µF (p)‖

τ−γα }.

By induction,

‖xn − p‖ ≤ max{‖x1 − p‖, ‖γf(p)− µF (p)‖
τ − γα

}, n ≥ 1.

Hence, {xn} is bounded, so are {yn}, {f(xn)}, {(FSn)xn} and {Snyn}. Without
loss of generality, we may assume {xn}, {yn}, {f(xn)}, {(FSn)xn}, {Snyn} ⊂ K,
where K is a bounded set of H.

Step 2. limn→∞ ‖xn+1 − xn‖ = 0. Since K is bounded, {Snyn − yn}, {f(xn)}
and {(FSn)xn} are bounded. Let

M1 = sup{‖Snyn − yn‖, ‖f(xn)‖, ‖(µFSn)xn‖ : n ∈ N}.

From the definition of {xn}, it is easily seen

‖xn+2 − xn+1‖ = ‖(1− βn+1)yn+1 + βn+1Sn+1yn+1 − (1− βn)yn − βnSnyn‖
= ‖(1− βn+1)yn+1 + βn+1Sn+1yn+1 − (1− βn+1)yn − βnSnyn

+(1− βn+1)yn − (1− βn)yn − βn+1Snyn + βn+1Snyn‖
= ‖(1− βn+1)(yn+1 − yn) + βn+1(Sn+1yn+1 − Snyn)

+(βn+1 − βn)(Snyn − yn)‖
≤ (1− βn+1)‖yn+1 − yn‖+ βn+1‖Sn+1yn+1 − Snyn‖

+|βn+1 − βn|M1

≤ (1− βn+1)‖yn+1 − yn‖+ βn+1‖Sn+1yn+1 − Snyn+1‖
+βn+1‖yn+1 − yn‖+ |βn+1 − βn|M1

≤ ‖yn+1 − yn‖+ ‖Sn+1yn+1 − Snyn+1‖+ |βn+1 − βn|M1,
(3.3)

for all n ∈ N. From (3.1), we obtain

‖yn+1 − yn‖ = ‖αn+1γf(xn+1) + (I − αn+1µF )Sn+1xn+1 − αnγf(xn)
−(I − αnµF )Snxn‖

= ‖(I − αn+1µF )(Sn+1xn+1 − Snxn)− (αn+1 − αn)µF (Snxn)
+αn+1γ(f(xn+1)− f(xn)) + (αn+1 − αn)γf(xn)‖

≤ (1− αn+1τ)‖Sn+1xn+1 − Snxn‖+ αn+1γα‖xn+1 − xn‖
+|αn+1 − αn|‖γf(xn)− µF (Snxn)‖

≤ (1− αn+1τ)(‖Sn+1xn+1 − Sn+1xn‖+ ‖Sn+1xn − Snxn‖)
+αn+1γα‖xn+1 − xn‖+ |αn+1 − αn|(γ + 1)M1

≤ (1− αn+1(τ − γα))‖xn+1 − xn‖+ M1(γ + 1)|αn+1 − αn|
+‖Sn+1xn − Snxn‖,

(3.4)
for all n ∈ N . Using (3.4) in (3.3), we have

‖xn+2 − xn+1‖ ≤ (1− αn+1(τ − γα))‖xn+1 − xn‖
+2 sup{‖Sn+1z − Snz‖ : z ∈ K}
+M2(|αn+1 − αn|+ |βn+1 − βn|),

(3.5)
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where M2 = M1(γ +1). Assume
∑∞

n=1 |αn+1−αn| < ∞. Setting rn = M2(|αn+1−
αn|+ |βn+1 − βn|) + 2 sup{‖Sn+1z − Snz‖ : z ∈ K}
∞∑

n=1

rn = M2

∞∑
n=1

(|αn+1−αn|+|βn+1−βn|)+2
∞∑

n=1

sup{‖Sn+1z−Snz‖ : z ∈ K} < ∞.

Therefore, it follows from Lemma 2.2, limn→∞ ‖xn+1 − xn‖ = 0. Now, suppose
limn→∞

αn

αn+1
= 1. From (3.5), we get

‖xn+2 − xn+1‖ ≤ (1− αn+1(τ − γα))‖xn+1 − xn‖
+2 sup{‖Sn+1z − Snz‖ : z ∈ K}+ M2|βn+1 − βn|
+αn+1M2|1− αn

αn+1
|.

Setting rn = M2|βn+1 − βn|+ 2 sup{‖Sn+1z − Snz‖ : z ∈ K}, we have
∞∑

n=1

rn = M2

∞∑
n=1

|βn+1 − βn|+ 2
∞∑

n=1

sup{‖Sn+1z − Snz‖ : z ∈ K} < ∞.

Therefore, it follows from Lemma 2.2, limn→∞ ‖xn+1 − xn‖ = 0.
Step 3. limn→∞ ‖xn − yn‖ = 0. Indeed, from (3.1), we obtain

‖xn+1 − yn‖ = βn‖yn − Snyn‖.

If limn→∞ βn = 0, limn→∞ ‖xn+1 − yn‖ = 0. If βn ∈ [0, b) for some b ∈ (0, 1), we
have

‖xn+1 − yn‖ = βn‖yn − Snyn‖
≤ βn(‖yn − Snxn‖+ ‖Snxn − Snyn‖)
≤ b(‖yn − Snxn‖+ ‖xn − yn‖)
≤ b(‖yn − xn+1‖+ ‖xn − xn+1‖+ ‖yn − Snxn‖).

Hence

‖xn+1 − yn‖ ≤
b

1− b
(‖xn − xn+1‖+ ‖yn − Snxn‖).

So, by Step 2 and

lim
n→∞

‖yn − Snxn‖ = lim
n→∞

αn‖γf(xn)− µF (Snxn)‖ = 0, (3.6)

we have limn→∞ ‖xn+1 − yn‖ = 0. This implies limn→∞ ‖xn − yn‖ = 0.
Step 4. limn→∞ ‖xn − Sxn‖ = 0. Since

‖xn − Snxn‖ ≤ ‖xn − xn+1‖+ ‖xn+1 − yn‖+ ‖yn − Snxn‖,

it follows from Step 2, Step 3 and (3.6) that limn→∞ ‖xn − Snxn‖ = 0. By

‖xn − Sxn‖ ≤ ‖Sxn − Snxn‖+ ‖Snxn − xn‖
≤ sup{‖Sz − Snz‖ : z ∈ {xn}}+ ‖xn − Snxn‖

and Lemma 2.4, we have limn→∞ ‖xn − Sxn‖ = 0.
Step 5. We claim lim supn→∞〈(γf−µF )q, yn−q〉 ≤ 0, where q = PT∞

n=1 Fix(Sn)(I−
µF + γf)(q). Take a subsequence {xnk

} of {xn} such that

lim sup
n→∞

〈(γf − µF )q, xn − q〉 = lim
i→∞

〈(γf − µF )q, xnk
− q〉.

Since {xnk
} is bounded in H, without loss of generality, we assume xnk

⇀ z ∈ H.
It follows from Step 4 and Lemma 2.3 that z ∈ Fix(S). So, from (3.2), we obtain

lim sup
n→∞

〈(γf−µF )q, yn−q〉 = lim sup
n→∞

〈(γf−µF )q, xn−q〉 = 〈(γf−µF )q, z−q)〉 ≤ 0.
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Step 6. {xn} converges strongly to q. From (3.1) and Lemma 2.1, we get

‖xn+1 − q‖2 = ‖(1− βn)(yn − q) + βn(Snyn − q)‖2

≤ ‖yn − q‖2 = ‖αnγf(xn) + (I − αnµF )Snxn − q‖2

= ‖αn(γf(xn)− µF (q)) + (I − αnµF )(Snxn − q)‖2

≤ ‖(I − αnµF )(Snxn − q)‖2 + 2αn〈γf(xn)− µF (q), yn − q〉
≤ (1− αnτ)2‖xn − q‖2 + 2αn〈γf(xn)− γf(q), yn − q〉

+2αn〈γf(q)− µF (q), yn − q〉
≤ (1− αnτ)2‖xn − q‖2 + 2αnγα‖xn − q‖(‖yn − xn‖+ ‖xn − q‖)

+2αn〈γf(q)− µF (q), yn − q〉
≤ (1− 2αn(τ − γα))‖xn − q‖2 + (αnτ)2‖xn − q‖2

+2αnγα‖xn − q‖‖yn − xn‖+ 2αn〈γf(q)− µF (q), yn − q〉
≤ (1− 2αn(τ − γα))‖xn − q‖2 + 2αn(τ − γα){ (αnτ2)M2

3
2(τ−γα)

+γαM3
τ−γα ‖yn − xn‖+ 1

τ−γα 〈γf(q)− µF (q), yn − q〉}
= (1− δn)‖xn − q‖2 + δnθn,

where M3 = sup{‖xn − q‖ : n ≥ 1}, δn = 2αn(τ − γα) and θn = (αnτ2)M2
3

2(τ−γα) +
γαM3
τ−γα ‖yn − xn‖ + 1

τ−γα 〈γf(q) − µF (q), yn − q〉. It is easy to see, limn→∞ δn = 0,∑∞
n=1 δn = ∞ and lim supn→∞ θn ≤ 0. Hence by Lemma 2.2, {xn} converges

strongly to q. From Step 4, Step 6 and Lemma 2.3, we have q ∈ Fix(S). This
completes the proof. �

Taking F = A (A is a strongly positive bounded linear operator on H ), µ = 1 in
Theorem 3.1, we get

Corollary 3.2. we have {xn} generated by{
yn = αnγf(xn) + (I − αnA)Snxn,
xn+1 = (1− βn)yn + βnSnyn, n ≥ 1,

converges strongly to q ∈ Fix(S) which solves the variational inequality

〈(A− γf)q, q − z)〉 ≤ 0, for all z ∈ Fix(S).

Taking F = I , µ = 1, γ = 1 in Theorem 3.1, we get

Corollary 3.3. we have {xn} generated by{
yn = αnf(xn) + (1− αn)Snxn,
xn+1 = (1− βn)yn + βnSnyn, n ≥ 1,

converges strongly to q ∈ Fix(S) which solves the variational inequality

〈(I − f)q, q − z)〉 ≤ 0, for all z ∈ Fix(S).

Remark 3.4. Theorem 3.1 can be obtained without assumption τ < 1. Therefore,
Theorem 3.1 is a generalization of Theorem 2.6.

Proof. We only use the assumption τ < 1 for finding q ∈ H which solves the
variational inequality (3.2) in Theorem 3.1. It is needed to prove Step 5 of the proof
of Theorem 3.1. So, we just retrieve Step 5 of the proof of Theorem 3.1. By Theorem
2.5, there exists q ∈ Fix(S) such that

〈(µF − γf)q, q − z)〉 ≤ 0, for all z ∈ Fix(S).

Thus the Step 5 in the proof of Theorem 3.1 is obtained. The rest of the proof is
similar to the original one. �

Remark 3.5. Corollary 3.3 is a generalization of [9, Theorem 3.2].
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ABSTRACT. We study a reaction-diffusion equation involving p-Laplacian with strong Allee
effect type growth and constant yield harvesting (semipositone) in heterogeneous bounded
habitats. An existence result under suitable assumptions is presented. We obtain our
results via the method of sub-super solutions.
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1. Introduction

The aim of this paper is to investigate the following the nonlinear boundary
value problem{

−∆pu = a(x)u+ b(x)u2 − h(x)u3 − cα(x) in Ω,
u = 0 on ∂Ω, (1.1)

where Ω is a smooth bounded domain in RN (N ≥ 1) with boundary ∂Ω of class C1,
∆pz := div(|∇z|p−2∇z) is the p-Laplacian operator, p > 1, a, b, h and α are cµ func-
tions (Hölder continuous) such that h and b are strictly positive functions on Ω and
a is negative at least for some x ∈ Ω (strong allee effect). Let a0, a1, b0, b1, h0 and
h1 are defined as a0 := − infx∈Ω a(x), a1 := supx∈Ω a(x), b0 := infx∈Ω b(x), h1 :=
supx∈Ω h(x) and b1 := supx∈Ω b(x), h0 := infx∈Ω h(x). Here cα with α : Ω −→ [0, 1]
and c ≥ 0 a parameter represents the constant yield harvesting. We prove the
existence of positive solution under certain condition. Our approach is based on
the method of sub and supersolutions. Recently, In the case when p = 2 the prob-
lem (1.1) have been studied by R.Shivaji et al. (see [13]). The main purpose of
this paper is to extend it to the p-Laplacian case with constant yield harvesting.
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A typical model of reaction diffusion equations that describes the spatiotemporal
distribution and abundance of organisms is

ut = d∆u+ uf(x, u)

where u(x, t) is the populations density, d > 0 is the diffusion coefficient, ∆u is the
Laplacian of u with respect to the x variable, and f(x, u) is the per capita growth
rate, which is affected by the heterogeneous environment. Such ecology models
were first studied by Skellam (see [12]). A classic example is Fishers equation (see
[4]) with

f(x, u) = (1− u).
Similar reaction diffusion biological models have been studied by Kolmogoroff,
Petrovsky, and Piscounoff (see [9]) earlier. Since then reaction diffusion models
have been used to describe various spatiotemporal phenomena in biology, physics,
chemistry and ecology, Fife (see [3]), Okuba and Levin(see [5]), Murray (see [6]),
and Cantrell and Cosner (see [2]). Since the pioneer work by Skellam (see [12]), the
logistic growth rate

f(x, u) = m(x)− b(x)u
has been used in population dynamics to model the crowding effect (see Oruganti,
Shi and Shivaji (see [10])). A more general logistic type model can be characterized
by a declining growth rate per capita function, i.e., f(x, u) is decreasing with respect
to u. In this paper, we consider the dispersal and evolution of species on a bounded
domain Ω (in RN ) when the per capita growth rate is

f(x, u) = a(x)u+ b(x)u2 − h(x)u3.

Note that (1.1)is a semipositone problem due to the presence of the constant yield
harvesting term. It is well known in the literature that the study of positive solutions
to semipositone problems is mathematically challenging (see [1],[8], [10]). (see
[10])where such a model was discussed for the logistic growth case with constant
coefficients. Here we deal with the more difficult strong Allee effect growth.We prove
the existence of positive solution via the method of sub-super solutions.

2. Preliminaries

Here and in what follows, W 1,p
0 (Ω), p > 1, denotes the usual Sobolev space,

We give the definition of sub-super solution of (1.1).

Definition 2.1. we say that (ψ) (resp. φ in W 1,p
0 (Ω) are called a subsolution (resp.

supersolution) of (1.1), if ψ satisfies{ ∫
Ω
|∇ψ(x)|p−2∇ψ(x)∇w(x)dx ≤

∫
Ω

(
a(x)ψ(x) + b(x)ψ2 − h(x)ψ3 − cα(x)

)
w(x)dx

ψ ≤ 0
(2.1){ ∫

Ω
|∇φ(x)|p−2∇φ(x)∇w(x)dx ≥

∫
Ω

(
a(x)φ(x) + b(x)φ2 − h(x)φ3 − cα(x)

)
w(x)dx

φ ≥ 0
(2.2)

for all non-negative test functions w ∈W 1,p
0 (Ω).

Now, if there exists a subsolution and a supersolution ψ and φ, respectively, such
that ψ(x) ≤ 0 ≤ φ(x) for all x ∈ Ω, then (1.1) has a positive solution u ∈ W 1,p

0 (Ω)
such that ψ(x) ≤ u(x) ≤ φ(x) for all x ∈ Ω. We shall obtain the existence of
positive weak solution to the problem (1.1) by constructing a subsolution ψ and a
positive supersolution φ.



EXISTENCE RESULTS FOR A P -LAPLACIAN EQUATION WITH DIFFUSION 95

Proposition 2.2.

: (a) If λ1 ≥ b21+4a0h0
4h0

and c > 0, then (1.1) has no positive solution.
: (b) for c large, the problem (1.1) has no positive solution.

Proof. (a) Let λ1 be the first eigenvalue of- ∆p with Dirichlet boundary conditions
and φ1 the corresponding eigenfunction{

−∆pφ = λ1|φ|p−2φ in Ω,
φ = 0 on ∂Ω

with ‖φ1‖∞ = 1. let u be a positive solution of (1.1). Then by using the green
identity, we have

0 =
∫

(u∆pφ1−φ1∆pu) =
∫
φ1(a(x)u+b(x)u2−h(x)u3−cα(x))−λ1|φ1|p−2uφ1dx.

Let
f̃(s) = a1 + b1s− h0s

2

and
f∗(s) = uf̃(u).

Then

f̃0 = sup
u∈[0,∞]

f̃(u) = λ1 ≥
b21 + 4a0h0

4h0

and
a(x)u+ b(x)u2 − h(x)u3 − cα(x) ≤ f∗(u)− cα(x) for x ≥ 0.

Rewriting we have

0 =
∫

(u∆pφ1 − φ1∆pu) ≤
∫
φ1f

∗(u)− λ1|φ1|p−2uφ1 − cα(x)φ1dx.

But for λ1 ≥ b21+4a0h0
4h0

,∫
φ1f

∗(u)−λ1|φ1|p−2uφ1−cα(x)φ1dx =
∫

(f̃(u)−λ1|φ1|p−2)uφ1dx−c
∫
α(x)φ1dx ≤ 0

which is a contradiction. Hence (1.1) has no positive solution.
We now prove (b). We observe that

c

∫
α(x)φ1dx =

∫
φ1∆pu+

∫
φ1(a(x)u+ b(x)u2 − h(x)u3)dx

≤ −λ1

∫
|φ1|p−2u+ f̃0

∫
φ1

≤ f̃0

∫
φ1.

Clearly is not satiesfies for c large and Hence part (b) of Proposition holds. �

3. Existence results

In this section we prove the existence of solution by comparison method. we
first prove an existence result for{

−∆pu = −a0u+ b0u
2 − h1u

3 − cα(x) in Ω,
u = 0 on ∂Ω. (3.1)
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Let λ1 be the principal eigenvalue of the operator −∆p with Dirichlet boundary
conditions and φ1 the corresponding eigenfunction with φ1 and ‖φ1‖∞ = 1. Hence
there exist η ≥ 0 and µ ∈ (0, 1] and k > 0 such that{

|∇φ1|p − λ1φ
p
1 ≥ k in Ωη,

φ1 ≥ µ in Ω \ Ωη,

where Ωη = {x ∈ Ω : d(x, ∂Ω) ≤ η}. To discuss our existence result, it is known
that φ1 > 0 in Ω and ∂φ1

∂n < 0 on ∂Ω, where n denotes the outward unit normal to
∂Ω.
Let

b0 > 2
√
a0h1

and
g(s) = −a0s+ b0s

2 − h1s
3.

The zeros of g are 0,

r :=
b0 −

√
b20 − 4a0h1

2h1
,

and

R :=
b0 +

√
b20 − 4a0h1

2h1
,

and hence
g(s) := −h1s(s−R)(s− r).

Let r∗ be the first positive zero of g′. In fact

r∗ =
b0 −

√
b20 − 3a0h1

3h1
<

b0
3h1

.

But g is convex on (0, b0
3h1

). Hence

σ := − inf
s∈[0,R]

g(s) < a0[
b0 −

√
b20 − 3a0h1

3h1
] = a0r

∗

We first note that
σ

Rp−1
< a0

(b0 −√
b20 − 3a0h1

3h1

)(b0 +
√
b20 − 4a0h1

2h1

)1−p

=
(2h1)p−1a0

[b0 +
√
b20 − 4a0h1]p−1

b0 −
√
b20 − 3a0h1

3h1

=
(2h1)p−1a2

0

b0 +
√
b20 − 3a0h1

[
b0 +

√
b20 − 4a0h1

]1−p

and thus RHS tends to zero as b0 tends to infinity. Hence there exist b(1)0 :=
b
(1)
0 (a0, h1,Ω) such that for every b0 > b

(1)
0 , we have m > R

σ
p−1 . Next we also note

that
R

r
=
b0 +

√
b20 − 4a0h1

b0 −
√
b20 − 4a0h1

=
[b0 +

√
b20 − 4a0h1]2

4a0h1
→∞ as b0 →∞.

Hence there exists b(2)0 := b
(2)
0 (a0, h1,Ω) such that for every b0 > b

(2)
0 , we have

[R
p− 1
p

µ
p

p−1 , R
p− 1
p

] ⊂ (r,R)

and
kµ := inf

s∈[R p−1
p µ

p
p−1 ,R p−1

p ]

g(s) > 0.



EXISTENCE RESULTS FOR A P -LAPLACIAN EQUATION WITH DIFFUSION 97

Eventually

kµ

Rp−1
=

min{g(R p−1
p µ

p
p−1 ), g(R p−1

p )}
Rp−1

= min{h1R
p− 1
p

µ
p

p−1 (R
p− 1
p

µ
p

p−1 −R)(R
p− 1
p

µ
p

p−1 − r),

h1R
p− 1
p

(R
p− 1
p

−R)(R
p− 1
p

− r)} (3.2)

tends to infinity as b0 tends to infinity. Thus there exists b(3)0 := b
(3)
0 (a0, h1,Ω) >

b
(2)
0 such that such that for every b0 > b

(3)
0 we have

λ1 <
kµ

Rp−1
.

For a given a0 > 0, h1 > 0, define b̃0 := max{b(3)0 , b
(1)
0 } := b̃0(a0, h1,Ω). Then we

have

Lemma 3.1. Let b0 > b̃0 and c∗ := c∗(a0, h1,Ω, b0) := min{mRp−1−σ, kµ−Rp−1λ1}
for c ≤ c∗, (3.1) has a positive solution.

Proof. We now construct subsolution

ψ := R(
p

p− 1
)φ

p
p−1
1

is a sub-solution of (3.1). For x ∈ Ωη then

∇ψ = Rφ
1

p−1
1 ∇φ1

and ψ will be a subsolution if{ ∫
Ω
|∇ψ(x)|p−2∇ψ(x)∇w(x)dx ≤

∫
Ω

(
a(x)ψ(x) + b(x)ψ2 − h(x)ψ3 − cα(x)

)
w(x)dx

ψ ≤ 0
(3.3)

But∫
Ω

|∇ψ(x)|p−2∇ψ(x)∇w(x)dx =
∫

Ω

φ(x)|∇φ(x)|p−2∇φ(x)∇w(x)dx

= Rp−1[
∫

Ω

|∇φ(x)|p−2∇φ(x)∇(φ(x)w(x))]dx

− Rp−1[
∫

Ω

|∇φ(x)|pw(x)]dx

= Rp−1[
∫

Ω

(λ1φ(x)p − |∇φ(x)|p)w(x)]dx.

Now for x ∈ Ωη,

Rp−1(λ1φ(x)p − |∇φ(x)|p) ≤ −Rp−1m ≤ −σ − c ≤ −a0ψ + b0ψ
2 − h1ψ

3 − cα(x).

Next for x ∈ Ω \ Ωη,

Rp−1(λ1φ(x)p − |∇φ(x)|p) ≤ −Rp−1λ1 ≤ kµ − c ≤ −a0ψ + b0ψ
2 − h1ψ

3 − cα(x).

Hence
ψ := R(

p

p− 1
)φ

p
p−1
1

is a sub-solution of (3.1). We also note that φ = R is a super-solution. Hence (3.1)
has a positive solution. �
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Our main result is the following theorem.

Theorem 3.1. There exists positive constants b̃0 := b̃0
(1)

(a0, h1,Ω) and

c∗ := c∗(a0, h1,Ω, b0)

such that for b0 ≥ b̃0 and c ≤ c∗ the problem (1.1) has a positive solution. Further c∗

is an increasing function of b0 and

lim
b0→∞

c∗ = ∞.

Proof. We observe that ψ := R( p
p−1 )φ

p
p−1
1 is a positive sub-solution for (1.1), since

ψ satisfies{
−∆pψ ≤ g(ψ)− cα(x) ≤ a(x)ψ + b(x)ψ2 − h(x)ψ3 − cα(x) in Ω,
ψ = 0 on ∂Ω. (3.4)

It is easy to see that φ = M where M > 0 is sufficiently large so that φ ≥ ψ is also
satisfied. Hence (1.1) has a positive solution. We recall here that σ = −g(r∗, b0).
Differentiating σ with respect to b0, we have

dσ

db0
= −∂g(r

∗, b0)
∂r∗

dr∗

db0
− ∂g

∂b0

= − ∂g

∂b0

= −r∗2 < 0.

Also R is an increasing function of b0. Thus Rp−1m−σ is an increasing function of
b0. Next since r

R decreases as b0 increases, we deduce from (5) that kµ

Rp−1 increases
as b0 increases. Therefore kµ − Rp−1λ1 = Rp−1[ kµ

Rp−1 − λ1] also increases as b0.
Hence by the definition of c∗, it is clear that c∗ is an increasing function of b0.
Finally since R → ∞, σ

Rp−1 → 0 and kµ

Rp−1 → ∞ as b0 → ∞, it is easy to see that
limb0→∞ c∗ = ∞. This completes the proof of Theorem. �

References

[1] H. Berestycki, L.A. Caffarelli, L. Nirenberg, Inequalities for second order elliptic equations with
applications to unbounded domains. A celebration of John F. Nash Jr., Duke Math. J. 81 (1996)467-
494.

[2] R.S. Cantrell, C. Cosner, Spatial Ecology via ReactionDiffusion Equation, Wiley Ser.Math. Comput.
Biol. John Wiley. Sons Ltd, 2003.

[3] Paul C. Fife, Mathematical Aspects of Reacting and Diffusing Systems, Lecture Notes in Biomath.,
vol. 28, Springer-Verlag, 1979.

[4] R.A. Fisher, The wave of advance of advantageous genes, Ann. Eugenics 7 (1937) 353-369.
[5] Akira Okuba, Simon Levin, Diffusion and Ecological Problems: Modern Perspectives, second

ed.Interdiscip. Appl. Math., vol. 14, Springer-Verlag, New York, 2001.
[6] J.D. Murray, Mathematical Biology. I. An Introduction, third ed., Interdiscip. Appl. Math., vol. 17,

Springer-Verlag, New York, 2002;
J.D. Murray, Mathematical Biology. II. Spatial Models and Biomedical Applications, third ed.,
Interdiscip. Appl. Math., vol. 18, Springer-Verlag, New York, 2003.

[7] W.E. Kunin, Density and reproductive success in wild populations of Diplotaxis erucoides (Grassi-
caceae), Oecologia 91 (1992) 129.

[8] P.L. Lions, On the existence of positive solutions of semilinear elliptic equations, SIAM Rev. 24
(1982) 441–467.

[9] A. Kolmogoroff, I. Petrovsky, N. Piscounoff, Study of the diffusion equation with growth of the
quantity of matter and its application to a biological problem, Moscow Univ. Bull. Math. 1 (1937)
1-25 (in French)

[10] S. Oruganti, J. Shi, R. Shivaji, Diffusive logistic equations with constant yield harvesting, I: Steady
states, Trans. Amer. Math. Soc. 354 (2002) 3601–3619.



EXISTENCE RESULTS FOR A P -LAPLACIAN EQUATION WITH DIFFUSION 99

[11] J.R. Philip, Sociality and sparse populations, Ecology 38 (1957) 107–111.
[12] J.G. Skellam, Random dispersal in theoretical populations, Biometrika 38 (1951) 196-218.
[13] Jaffar Ali, R. Shivaji, Kellan Wampler ,Population models with diffusion, strong Allee effect and

constant yield harvesting,J. Math. Anal. Appl. 352 (2009) 907-913.



Journal of Nonlinear Analysis and Optimization

Vol. 3, No. 1, (2012), 101-110
ISSN : 1906-9685
http://www.math.sci.nu.ac.th

APPROXIMATION METHODS FOR FINITE FAMILY OF GENERALIZED

NONEXPANSIVE MULTIVALUED MAPPINGS IN BANACH SPACES

MOHAMMAD ESLAMIAN ∗ AND ALI ABKAR

Department of Mathematics, Imam Khomeini International University, Qazvin 34149, Iran
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1. INTRODUCTION

Let D be a nonempty subset of a Banach space X. Let T : D −→ D be a
singlevalued mapping. The Mann iteration process (see [1]), starting from x0 ∈ D,
is the sequence {xn} defined by

xn+1 = anxn + (1− an)Txn, an ∈ [0, 1], n ≥ 0,

where an satisfies certain conditions. The Ishikawa iteration process (see [2]),
starting from x0 ∈ D, is the sequence {xn} defined by{

yn = bnxn + (1− bn)Txn, bn ∈ [0, 1], n ≥ 0,

xn+1 = anxn + (1− an)Tyn, an ∈ [0, 1], n ≥ 0,

where an and bn satisfy certain conditions.
Recently, Agarwal et al. [3] introduced the following iterative process which is

both faster than and independent of the Ishikawa process.
x0 = x ∈ D,

yn = bnxn + (1− bn)Txn, bn ∈ [0, 1], n ≥ 0,

xn+1 = anTxn + (1− an)Tyn, an ∈ [0, 1], n ≥ 0.
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In the recent years, iterative process for approximating fixed point of nonexpan-
sive multivalued mappings have been investigated by various authors (see, e.g.,
[4–11] ) using the Mann iteration process or the Ishikawa iteration process.

In this paper, inspired by [3] we introduce two new iterative process for a finite
family of generalized nonexpansive multivalued mappings in Banach spaces. Weak
and strong convergence theorems of the proposed iteration processes to a common
fixed point of a finite family of generalized nonexpansive multivalued mappings in
uniformly convex Banach spaces are established. Our results are new even for
single valued mappings.

2. PRELIMINARIES

A Banach space X is said to satisfy Opial’s condition if xn −→ z weakly as
n −→∞ and z 6= y imply that

lim sup
n−→∞

‖xn − z‖ < lim sup
n−→∞

‖xn − y‖.

All Hilbert spaces, all finite dimensional Banach spaces and `p(1 ≤ p < ∞) have
the Opial property.

A subset D ⊂ X is called proximal if for each x ∈ X, there exists an element
y ∈ D such that

‖ x− y ‖= dist(x,D) = inf{‖ x− z ‖: z ∈ D}.

It is known that every closed convex subset of a uniformly convex Banach space is
proximal.
We denote by CB(D),K(D) and P (D) the collection of all nonempty closed bounded
subsets, nonempty compact subsets, and nonempty proximal bounded subsets of
D respectively. The Hausdorff metric H on CB(X) is defined by

H(A,B) := max{sup
x∈A

dist(x,B), sup
y∈B

dist(y, A)},

for all A,B ∈ CB(X).
Let T : X −→ 2X be a multivalued mapping. An element x ∈ X is said to be a
fixed point of T , if x ∈ Tx. The set of fixed points of T will be denote by F (T ).

Definition 2.1. A multivalued mapping T : X −→ CB(X) is called
(i) nonexpansive if

H(Tx, Ty) ≤ ‖x− y‖, x, y ∈ X.

(ii) quasi-nonexpansive if F (T ) 6= ∅ and H(Tx, Tp) ≤‖ x − p ‖ for all x ∈ X
and all p ∈ F (T ).

J. Garcia et al. [12] introduced a new condition on singlevalued mappings, called
condition (E), which is weaker than nonexpansiveness. Very recently, Abkar and
Eslamian [13] used a modified condition for multivalued mappings as follows:

Definition 2.2. A multivalued mapping T : X −→ CB(X) is said to satisfy condi-
tion (Eµ) provided that

dist(x, Ty) ≤ µ dist(x, Tx) + ‖x− y‖, x, y ∈ X.

We say that T satisfies condition (E) whenever T satisfies (Eµ) for some µ ≥ 1.

Lemma 2.3. Let T : X −→ CB(X) be a multivalued nonexpansive mapping. Then
T satisfies the condition (E1).
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The proof of the following Lemma is similar to that of Theorem 3.3 in [10], hence
we omit the details.

Lemma 2.4. ([10]) Let D be a nonempty closed convex subset of uniformly convex
Banach space X with the Opial property. Let T : D −→ K(D) be a multivalued map-
ping satisfying the condition (E). If xn −→ x weakly and limn−→∞ dist(xn, Txn) = 0,
then x ∈ Tx.

The following Lemma can be found in [14].

Lemma 2.5. Let X be a Banach space. Then X is uniformly convex if and only if
for any given number r > 0 there exists a continuous, strictly increasing and convex
function ϕ : [0,∞) −→ [0,∞) with ϕ(0) = 0 such that

‖ αx + (1− α)y ‖2≤ α ‖ x ‖2 +(1− α) ‖ y ‖2 −α(1− α)ϕ(‖ x− y ‖),
for all x, y ∈ Br(0) = {x ∈ X :‖ x ‖≤ r}, and α ∈ [0, 1].

Definition 2.6. Let D be a nonempty closed subset of a Banach space X. A
mapping T : D −→ CB(D) is hemi-compact if for any bounded sequence {xn}
in D such that dist(Txn, xn) −→ 0 as n −→ ∞, there exists a subsequence
{xnk

} of {xn} such that xnk
−→ p ∈ D. We note that if D is compact, then every

multivalued mapping T : D −→ CB(D) is hemi-compact.

3. CONVERGENCE THEOREMS

Let D be a nonempty convex subset of a Banach space X, let T1, T2, ..., Tm be
finite multivalued mappings from D into CB(D). Let {xn} be the sequence defined
by x1 ∈ D and

(A) :



yn,1 = (1− an,1)xn + an,1zn,1,

yn,2 = (1− an,2)zn,1 + an,2zn,2,

...

yn,m−1 = (1− an,m−1)zn,m−2 + an,m−1zn,m−1,

xn+1 = (1− an,m)zn,m−1 + an,mzn,m, n ≥ 1,

where zn,1 ∈ T1(xn) , zn,k ∈ Tk(yn,k−1) for k = 2, ...,m, and {an,i} ∈ [0, 1].

Definition 3.1. A mapping T : D −→ CB(D) is said to satisfy condition (I) if
there is a nondecreasing function g : [0,∞) −→ [0,∞) with g(0) = 0, g(r) > 0 for
r ∈ (0,∞) such that

dist(x, Tx) ≥ g(dist(x, F (T )).
Let Ti : D −→ CB(D), (i = 1, 2, ...,m) be finite given mappings. The mappings
T1, T2, ..., Tm are said to satisfy condition (II) if there exists a nondecreasing function
g : [0,∞) −→ [0,∞) with g(0) = 0, g(r) > 0 for r ∈ (0,∞), such that

max
1≤i≤m

dist(x, Tix) ≥ g(dist(x,F)),

where F =
⋂m

i=1 F (Ti).

Theorem 3.2. Let D be a nonempty closed convex subset of a uniformly convex
Banach space X. Let Ti : D −→ CB(D), (i = 1, 2, ...,m) be a finite family of quasi-
nonexpansive multivalued mappings satisfy the condition (E). Assume that F =⋂m

i=1 F (Ti) 6= ∅ and Ti(p) = {p}, (i = 1, 2, ...,m), for each p ∈ F . Let {xn} be the
iterative process defined by (A), and an,i ∈ [α, β] ⊂ (0, 1)(i=1,2,...,m). Assume further
that the mappings T1, T2, ..., Tm satisfying the condition (II). Then {xn} converges
strongly to a common fixed point of T1, T2, .., Tm.
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Proof. Let p ∈ F . It follows from (A) and the quasi-nonexpansivness of Ti, (i =
1, 2, ...,m) that

‖ yn,1 − p ‖ = ‖ (1− an,1)xn + an,1zn,1 − p ‖
≤ (1− an,1) ‖ xn − p ‖ +an,1 ‖ zn,1 − p ‖
= (1− an,1) ‖ xn − p ‖ +an,1dist(zn,1, T1(p))
≤ (1− an,1) ‖ xn − p ‖ +an,1H(T1(xn), T1(p))
≤ (1− an,1) ‖ xn − p ‖ +an,1 ‖ xn − p ‖
≤ ‖xn − p‖

and

‖ yn,2 − p ‖ = ‖ (1− an,2)zn,1 + an,2zn,2 − p ‖
≤ (1− an,2) ‖ zn,1 − p ‖ +an,2 ‖ zn,2 − p ‖
= (1− an,2)dist(zn,1, T1(p)) + an,2dist(zn,2, T2(p))
≤ (1− an,2)H(T1(xn), T1(p)) + an,2H(T2(yn,1), T2(p))
≤ (1− an,2) ‖ xn − p ‖ +an,2 ‖ yn,1 − p ‖
≤ ‖xn − p‖.

Continuing the above process, we get

‖yn,k − p‖ ≤ ‖xn − p‖ for k = 3, ...,m− 1.

In particular

‖ xn+1 − p ‖ = ‖ (1− an,m)zn,m−1 + an,mzn,m − p ‖
≤ (1− an,m) ‖ zn,m−1 − p ‖ +an,m ‖ zn,m − p ‖
= (1− an,m)dist(zn,m−1, Tm−1(p)) + an,mdist(zn,m, Tm(p))
≤ (1− an,m)H(Tm−1(yn,m−2), Tm−1(p)) + an,mH(Tm(yn,m−1), Tm(p))
≤ (1− an,m) ‖ yn,m−2 − p ‖ +an,m ‖ yn,m−1 − p ‖
≤ (1− an,m) ‖ xn − p ‖ +an,m ‖ xn − p ‖
≤ ‖xn − p‖.

Thus limn−→∞ ‖ xn − p ‖ exists for any p ∈ F . Since the sequences {xn} and
{yn,i}, (i = 1, ...,m− 1) are bounded, we can find r > 0 depending on p such that
xn − p, yn,i − p ∈ Br(0) for all n ≥ 0. From Lemma 2.5, we get

‖ yn,1 − p ‖2 = ‖ (1− an,1)xn + an,1zn,1 − p ‖2

≤ (1− an,1) ‖ xn − p ‖2 +an,1 ‖ zn,1 − p ‖2

−an,1(1− an,1)ϕ(‖xn − zn,1‖)
= (1− an,1) ‖ xn − p ‖2 +an,1dist(zn,1, T1(p))2

−an,1(1− an,1)ϕ(‖xn − zn,1‖)
≤ (1− an,1) ‖ xn − p ‖2 +an,1H(T1(xn), T1(p))2

−an,1(1− an,1)ϕ(‖xn − zn,1‖)
≤ (1− an,1) ‖ xn − p ‖2 +an,1 ‖ xn − p ‖2

−an,1(1− an,1)ϕ(‖xn − zn,1‖)
≤ ‖xn − p‖2 − an,1(1− an,1)ϕ(‖xn − zn,1‖)

and

‖ yn,2 − p ‖2 = ‖ (1− an,2)zn,1 + an,2zn,2 − p ‖2
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≤ (1− an,2) ‖ zn,1 − p ‖2 +an,2 ‖ zn,2 − p ‖2

−an,2(1− an,2)ϕ(‖zn,1 − zn,2‖)
= (1− an,2)dist(zn,1, T1(p))2 + an,2dist(zn,2, T2(p))2

−an,2(1− an,2)ϕ(‖zn,1 − zn,2‖)
≤ (1− an,2)H(T1(xn), T1(p))2 + an,2H(T2(yn,1), T2(p))2

−an,2(1− an,2)ϕ(‖zn,1 − zn,2‖)
≤ (1− an,2) ‖ xn − p ‖2 +an,2 ‖ yn,1 − p ‖2

−an,2(1− an,2)ϕ(‖zn,1 − zn,2‖)
≤ ‖xn − p‖2 − an,1an,2(1− an,1)ϕ(‖xn − zn,1‖)

−an,2(1− an,2)ϕ(‖zn,1 − zn,2‖).

Applying Lemma 2.5 again, we have

‖ yn,3 − p ‖2 = ‖ (1− an,3)zn,2 + an,3zn,3 − p ‖2

≤ (1− an,3) ‖ zn,2 − p ‖2 +an,3 ‖ zn,3 − p ‖2

−an,3(1− an,3)ϕ(‖zn,2 − zn,3‖)
= (1− an,3)dist(zn,2, T2(p))2 + an,3dist(zn,3, T3(p))2

−an,3(1− an,3)ϕ(‖zn,2 − zn,3‖)
≤ (1− an,3)H(T2(yn,1), T2(p))2 + an,3H(T3(yn,2), T3(p))2

−an,3(1− an,3)ϕ(‖zn,2 − zn,3‖)
≤ (1− an,3) ‖ yn,1 − p ‖2 +an,3 ‖ yn,2 − p ‖2

−an,3(1− an,3)ϕ(‖zn,2 − zn,3‖)
≤ (1− an,3)‖xn − p‖2 + an,3‖xn − p‖2

−an,3an,2an,1(1− an,1)ϕ(‖xn − zn,1‖)
−an,3an,2(1− an,2)ϕ(‖zn,1 − zn,2‖)
−an,3(1− an,3)ϕ(‖zn,2 − zn,3‖)

≤ ‖xn − p‖2 − an,1an,2an,3(1− an,1)ϕ(‖xn − zn,1‖)
−an,3an,2(1− an,2)ϕ(‖zn,1 − zn,2‖)
−an,3(1− an,3)ϕ(‖zn,2 − zn,3‖)

By continuing this process we obtain

‖ xn+1 − p ‖2 = ‖ (1− an,m)zn,m−1 + an,mzn,m − p ‖2

≤ (1− an,m) ‖ zn,m−1 − p ‖2 +an,m ‖ zn,m − p ‖2

−an,m(1− an,m)ϕ(‖zn,m−1 − zn,m‖)
= (1− an,m)dist(zn,m−1, Tm−1(p))2 + an,mdist(zn,m, Tm(p))2

−an,m(1− an,m)ϕ(‖zn,m−1 − zn,m‖)
≤ (1− an,m)H(Tm−1(yn,m−2), Tm−1(p))2

+an,mH(Tm(yn,m−1), Tm(p))2

−an,m(1− an,m)ϕ(‖zn,m−1 − zn,m‖)
≤ (1− an,m) ‖ yn,m−2 − p ‖2 +an,m ‖ yn,m−1 − p ‖2

−an,m(1− an,m)ϕ(‖zn,m−1 − zn,m‖)
≤ ‖xn − p‖2 − an,man,m−1an,m−2...an,1(1− an,1)ϕ(‖xn − zn,1‖)



106 M. ESLAMIAN, A. ABKAR/JNAO : VOL. 3, NO. 1, (2012), 101-110

− · · · − an,man,m−1(1− an,m−1)ϕ(‖zn,m−2 − zn,m−1‖)
−an,m(1− an,m)ϕ(‖zn,m−1 − zn,m‖).

Thus we have

an,man,m−1(1− an,m−1)ϕ(‖zn,m−2 − zn,m−1‖) ≤ ‖xn − p‖2− ‖ xn+1 − p ‖2 .

It follows from our assumption that

α2(1− β)ϕ(‖zn,m−2 − zn,m−1‖) ≤ ‖xn − p‖2− ‖ xn+1 − p ‖2 .

Since limn−→∞ ‖xn−p‖ exists for all p ∈ F , taking the limit as n −→∞ yields that

lim
n−→∞

ϕ(‖zn,m−2 − zn,m−1‖) = 0.

Since ϕ is continuous at 0 and is strictly increasing, we have

lim
n−→∞

‖zn,m−2 − zn,m−1‖ = 0.

Similarly, we can obtain that

lim
n−→∞

‖xn − zn,1‖ = 0,

and
lim

n−→∞
‖zn,k − zn,k−1‖ = 0 for k = 2, ...,m.

Using (A) we have

lim
n−→∞

‖xn − yn,1‖ = an,1 lim
n−→∞

‖xn − zn,1‖ = 0.

Also we have

‖xn − zn,2‖ ≤ ‖xn − zn,1‖+ ‖zn,1 − zn,2‖ −→ 0, n −→∞.

Hence

lim
n−→∞

‖xn − yn,2‖ = (1− an,2) lim
n−→∞

‖xn − zn,1‖+ an,2 lim
n−→∞

‖xn − zn,2‖ = 0.

Continuing the above process , for k = 2, ...,m we have

‖xn − zn,k‖ ≤ ‖xn − zn,k−1‖+ ‖zn,k−1 − zn,k‖ −→ 0, n −→∞

and also for k = 2, ...,m− 1

lim
n−→∞

‖xn − yn,k‖ = (1− an,k) lim
n−→∞

‖xn − zn,k−1‖+ an,k lim
n−→∞

‖xn − zn,k‖ = 0.

Also we have
dist(xn, T1xn) ≤ ‖xn − zn,1‖ −→ 0.

For k = 2, ...,m , since Ti satisfies the condition (E) we have

dist(xn, Tkxn) ≤ ‖xn − yn,k−1‖+ dist(yn,k−1, Tkxn)
≤ ‖xn − yn,k−1‖+ µ dist(yn,k−1, Tkyn,k−1) + ‖xn − yn,k−1‖
≤ ‖xn − yn,k−1‖+ µ dist(xn, Tkyn,k−1) + µ ‖xn − yn,k−1‖

+‖xn − yn,k−1‖
≤ (µ + 2)‖xn − yn,k−1‖+ µ‖xn − zn,k‖ −→ 0, n −→∞.

Note that by our assumption limn−→∞ dist(xn,F) = 0. Next we show that {xn} is a
Cauchy sequence in D. Let ε > 0 be arbitrarily chosen. Since limn−→∞ dist(xn,F) =
0, there exists N such that for all n ≥ N , we have

dist(xn,F) <
ε

4
.
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In particular, inf{‖xN − p‖ : p ∈ F} < ε/4. Thus there exist a q ∈ F such that

‖xN − q‖ <
ε

2
.

Hence for m,n ≥ N we have

‖xn+m − xn‖ ≤ ‖xn+m − q‖+ ‖xn − q‖

≤ 2 ‖xN − q‖ < 2(
ε

2
) = ε.

This implies that {xn} is Cauchy sequence in D and hence converges to some
w ∈ D. For i = 1, ...,m, since Ti satisfies the condition (E), we have

dist(w, Tiw) ≤ ‖w − xn‖+ dist(xn, Tiw)
≤ 2 ‖w − xn‖+ (µ)dist(xn, Tixn) −→ 0, n −→∞

from which it follows that dist(w, Tiw) = 0 which in turn implies that w ∈ Ti(w).
Thus w ∈ F . This completes the proof. �

Theorem 3.3. Let D be a nonempty closed convex subset of a uniformly convex
Banach space X. Let Ti : D −→ CB(D), (i = 1, 2, ...,m) be a finite family of
quasi-nonexpansive multivalued mappings satisfying the condition (E). Assume that
F =

⋂m
i=1 F (Ti) 6= ∅ and Ti(p) = {p}, (i = 1, 2, ...,m) for each p ∈ F . Let {xn} be

the iterative process defined by (A), and an,i ∈ [α, β] ⊂ (0, 1)(i=1,2,...,m). If one of
the mappings Ti, (i = 1, 2, ...,m) is hemi-compact, then {xn} converges strongly to a
common fixed point of T1, T2, .., Tm.

Proof. As in the proof of Theorem 3.2, we have limn−→∞ dist(Tixn, xn) = 0, (i =
1, 2, ...,m). Without loss of generality, we assume that T1 is hemi-compact. Then
there exists a subsequence {xnk

} of {xn} such that lim xnk
= w for some w ∈ D.

Since Ti satisfies the condition (E) for i = 1, 2, ...,m, we have

dist(w, Ti(w)) ≤ ‖w − xnk
‖+ dist(xnk

, Ti(w))
≤ (µ) dist(xnk

, Ti(xnk
)) + 2‖w − xnk

‖ −→ 0, as k −→∞.

This implies that w ∈ F . Since {xnk
} converges strongly to w and limn−→∞ ‖xn −

w‖ exists (as in the proof of Theorem 3.2), it follows that {xn} converges strongly
to w. �

Theorem 3.4. Let D be a nonempty closed convex subset of a uniformly convex
Banach space X with the Opial property. Let Ti : D −→ K(D), (i = 1, 2, ...,m) be
finite family of quasi-nonexpansive multivalued mappings satisfying the condition (E).
Assume that F =

⋂m
i=1 F (Ti) 6= ∅ and Ti(p) = {p}, (i = 1, 2, ...,m) for each p ∈ F .

Let {xn} be the iterative process defined by (A), and an,i ∈ [α, β] ⊂ (0, 1)(i=1,2,...,m).
Then {xn} converges weakly to a common fixed point of T1, T2, .., Tm.

Proof. As in the proof of Theorem 3.2, {xn} is bounded and for i = 1, 2, ...,m,

lim
n−→∞

dist(xn, Ti(xn)) = 0.

Consider w1, w2 ∈ D, two weak cluster points of the sequence {xn}. Then there
exist two subsequences {yn} and {zn} of {xn} such that yn −→ w1 weakly and
zn −→ w2 weakly. By Lemma 2.4 we have w1, w2 ∈ F . As in the proof of Theorem
3.2, limn−→∞ ‖xn − w1‖ and limn−→∞ ‖xn − w2‖ exist. We claim that w1 = w2.
Indeed, assume to the contrary that w1 6= w2. By the Opial property we have

lim
n−→∞

‖xn − w1‖ = lim
n−→∞

‖yn − w1‖ < lim
n−→∞

‖yn − w2‖

= lim
n−→∞

‖xn − w2‖ = lim
n−→∞

‖zn − w2‖
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< lim
n−→∞

‖zn − w1‖ = lim
n−→∞

‖xn − w1‖,

which is a contradiction, hence w1 = w2. Thus the sequence {xn} has at most one
weak cluster point. Since D is weakly sequentially compact, we deduce that the
sequence {xn} has exactly one weak cluster point w ∈ D, that is xn −→ w weakly.
By Lemma 2.4 we obtain that w ∈ F . �

We now intend to remove the restriction that Ti(p) = p for each p ∈ F . We define
the following iteration process.

Let D be a nonempty convex subset of a Banach space X, and let T1, T2, ..., Tm

be finite multivalued mappings from D into P (D), and

PTi
(x) = {y ∈ Ti(x) :‖ x− y ‖= dist(x, Ti(x))}.

Then, for x1 ∈ D, we consider the following iterative process:

(B) :



yn,1 = (1− an,1)xn + an,1zn,1,

yn,2 = (1− an,2)zn,1 + an,2zn,2,

...

yn,m−1 = (1− an,m−1)zn,m−2 + an,m−1zn,m−1,

xn+1 = (1− an,m)zn,m−1 + an,mzn,m, n ≥ 1,

where zn,1 ∈ PT1(xn) , zn,k ∈ PTk
(yn,k−1) for k = 2, ...,m, and {an,i} ∈ [0, 1].

Theorem 3.5. Let D be a nonempty closed convex subset of a uniformly convex
Banach space X. Let Ti : D −→ P (D), (i = 1, 2, ...,m) be multivalued mappings
such that PTi

is quasi-nonexpansive and satisfies the condition (E). Assume that
F =

⋂m
i=1 F (Ti) 6= ∅. Let {xn} be the iterative process defined by (B), and an,i ∈

[α, β] ⊂ (0, 1) (i=1,2,...,m). Assume that the mappings T1, T2, ..., Tm satisfy the
condition (II). Then {xn} converges strongly to a common fixed point of T1, T2, ..., Tm.

Proof. Let p ∈ F , then, PTi
(p) = {p} for i = 1, 2, ...,m. It follows from (B) that

‖ yn,1 − p ‖ = ‖ (1− an,1)xn + an,1zn,1 − p ‖
≤ (1− an,1) ‖ xn − p ‖ +an,1 ‖ zn,1 − p ‖
= (1− an,1) ‖ xn − p ‖ +an,1dist(zn,1, PT1(p))
≤ (1− an,1) ‖ xn − p ‖ +an,1H(PT1(xn), PT1(p))
≤ (1− an,1) ‖ xn − p ‖ +an,1 ‖ xn − p ‖
≤ ‖xn − p‖.

Continuing the above process, we get

‖yn,k − p‖ ≤ ‖xn − p‖ for k = 2, ...,m− 1.

It follows that

‖ xn+1 − p ‖ = ‖ (1− an,m)zn,m−1 + an,mzn,m − p ‖
≤ (1− an,m) ‖ zn,m−1 − p ‖ +an,m ‖ zn,m − p ‖
= (1− an,m)dist(zn,m−1, PTm−1(p)) + an,mdist(zn,m, PTm

(p))
≤ (1− an,m)H(PTm−1(yn,m−2), PTm−1(p))

+an,mH(PTm
(yn,m−1), PTm

(p))
≤ (1− an,m) ‖ yn,m−2 − p ‖ +an,m ‖ yn,m−1 − p ‖
≤ (1− an,m) ‖ xn − p ‖ +an,m ‖ xn − p ‖
≤ ‖xn − p‖.
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Thus limn−→∞ ‖ xn − p ‖ exists for any p ∈ F . Since the sequences {xn} and
{yn,i}, i = 1, ...,m − 1 are bounded, we can find r > 0 depending on p such that
xn − p, yn,i − p ∈ Br(0) for all n ≥ 0. From Lemma 2.5, we get

‖ yn,1 − p ‖2 = ‖ (1− an,1)xn + an,1zn,1 − p ‖2

≤ (1− an,1) ‖ xn − p ‖2 +an,1 ‖ zn,1 − p ‖2

−an,1(1− an,1)ϕ(‖xn − zn,1‖)
= (1− an,1) ‖ xn − p ‖2 +an,1dist(zn,1, PT1(p))2

−an,1(1− an,1)ϕ(‖xn − zn,1‖)
≤ (1− an,1) ‖ xn − p ‖2 +an,1H(PT1(xn), PT1(p))2

−an,1(1− an,1)ϕ(‖xn − zn,1‖)
≤ (1− an,1) ‖ xn − p ‖2 +an,1 ‖ xn − p ‖2

−an,1(1− an,1)ϕ(‖xn − zn,1‖)
≤ ‖xn − p‖2 − an,1(1− an,1)ϕ(‖xn − zn,1‖).

It follows from lemma 2.5 that

‖ xn+1 − p ‖2 = ‖ (1− an,m)zn,m−1 + an,mzn,m − p ‖2

≤ (1− an,m) ‖ zn,m−1 − p ‖2 +an,m ‖ zn,m − p ‖2

−an,m(1− an,m)ϕ(‖zn,m−1 − zn,m‖)
= (1− an,m)dist(zn,m−1, PTm−1(p))2 + an,mdist(zn,m, PTm(p))2

−an,m(1− an,m)ϕ(‖zn,m−1 − zn,m‖)
≤ (1− an,m)H(PTm−1(yn,m−2), PTm−1(p))2

+an,mH(PTm(yn,m−1), PTm(p))2

−an,m(1− an,m)ϕ(‖zn,m−1 − zn,m‖)
≤ (1− an,m) ‖ yn,m−2 − p ‖2 +an,m ‖ yn,m−1 − p ‖2

−an,m(1− an,m)ϕ(‖zn,m−1 − zn,m‖)
≤ ‖xn − p‖2 − an,man,m−1an,m−2...an,1(1− an,1)ϕ(‖xn − zn,1‖)

− · · · − an,man,m−1(1− an,m−1)ϕ(‖zn,m−2 − zn,m−1‖)
−an,m(1− an,m)ϕ(‖zn,m−1 − zn,m‖).

Now, by a similar argument as in the proof of Theorem 3.2 we have limn−→∞ ‖xn−
zn,k‖ = 0 for k = 2, ...,m− 1 and limn−→∞ ‖xn− yn,k‖ = 0 for k = 2, ...,m. Also we
have

dist(xn, T1xn) ≤ dist(xn, PT1xn) ≤ ‖xn − zn,1‖ −→ 0.

For k = 2, ...,m , since PTi
satisfies the condition (E) we have

dist(xn, Tkxn) ≤ dist(xn, PTk
xn) ≤ ‖xn − yn,k−1‖+ dist(yn,k−1, PTk

xn)
≤ ‖xn − yn,k−1‖+ µ dist(yn,k−1, PTk

yn,k−1) + ‖xn − yn,k−1‖
≤ ‖xn − yn,k−1‖+ µ dist(xn, PTk

yn,k−1) + µ ‖xn − yn,k−1‖
+‖xn − yn,k−1‖

≤ (µ + 2)‖xn − yn,k−1‖+ µ‖xn − zn,k‖ −→ 0, n −→∞.

Note that by our assumption limn−→∞ dist(xn,F) = 0. By a similar argument as
in the proof of Theorem 3.2 we show that {xn} is Cauchy sequence in D and hence
converges to w ∈ D. For i = 1, ...,m, since PTi satisfies the condition (E), we have

dist(w, Tiw) ≤ dist(w,PTi
w)
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≤ ‖w − xn‖+ dist(xn, PTi
w)

≤ 2 ‖w − xn‖+ (µ)dist(xn, PTi
xn) −→ 0, n −→∞

from which it follows that dist(w, Tiw) = 0, which in turn implies that w ∈
Ti(w), (i = 1, 2, ...,m). Thus w ∈ F . This completes the proof. �
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