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ABSTRACT. In this paper, we consider a new system of generalized implicit nonconvex
variational inequality problems in the setting of two different Hilbert spaces. Using projection
method, we establish the equivalence between the system of generalized implicit nonconvex
variational inequality problems and a system of nonconvex variational inequality inclusions.
Using this equivalence formulation, we suggest an iterative algorithm and show that the
sequences generated by this iterative algorithm converge strongly to a solution of the system
of generalized implicit nonconvex variational inequality problems. The results presented in
this paper can be viewed as an improvement and refinement of previously known results for
nonconvex (convex) variational inequality problems.
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1. INTRODUCTION

In 1985, Pang [1] showed that a variety of equilibrium models, for example,
the traffic equilibrium problem, the spatial equilibrium problem, the Nash equi-
librium problem and the general equilibrium programming problem can be uni-
formly modelled as a variational inequality defined on the product sets. He decom-
posed the original variational inequality into a system of variational inequalities
and discussed the convergence of method of decomposition for system of varia-
tional inequalities. Later, it was noticed that variational inequality over product
sets and the system of variational inequalities both are equivalent, see for appli-
cations [1, 2, 3, 4]. Since then many authors, see for example [3, 4, 5, 6, 7, 8]
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studied the existence theory of various classes of system of variational inequalities
by exploiting fixed-point theorems and minimax theorems. Recently, a number of
iterative algorithms based on projection method and its variant forms have been
developed for solving various systems of variational inequalities, see for instance

[9, 10, 11, 12].

It is well known that the projection method and its variant forms based on
projection operator over convex set are important tools for studying of existence
and iterative approximation of solutions of various classes (systems) of variational
inequality problems in the convexity settings, but these may not be applicable in
general, when the sets are nonconvex. To overcome the difficulties that rise from
the nonconvexity of underlying sets, the properties of projection operators over
uniformly prox-regular sets are used.

In recent years, Bounkhel et al. [13], Moudafi [14], Wen [15], Kazmi et al. [16],
Noor [17, , 19], and the relevant references cited therein], Alimohammady et al.
[20], Balooee et al. [21] suggested and analyzed iterative algorithms for solving
some classes (systems) of nonconvex variational inequality problems in the setting
of uniformly prox-regular sets.

On the other hand, to the best of our knowledge, the study of iterative algorithms
for solving the systems of variational inequality problems considered in [9, 11] in
nonconvex setting has not been done so far.

Motivated and inspired by research going on in this area, we introduce a system
of generalized implicit nonconvex variational inequality problems (in short, SGIN-
VIP) defined on the uniformly prox-regular sets in different two Hilbert spaces.
SGINVIP is different from those considered in [13, , , , , , , , 21]
and includes the new and known systems of nonconvex (convex) variational in-
equality problems as special cases. Using the properties of projection operator
over uniformly prox-regular sets, we suggest an iterative algorithm for finding the
approximate solution of SGINVIP. Further, we prove that SGINVIP has a solution
and the approximate solution obtained by iterative algorithm converges strongly
to the solution of SGINVIP. The method presented in this paper extend, unify and
improves the methods presented in [13, s s s s s s s , 22].

2. PRELIMINARIES

Let H be a real Hilbert space whose norm and inner product are denoted by
|| - || and (-, -), respectively. Let K be a nonempty closed set in H, not necessarily
convex.

First, we recall the following well-known concepts from nonlinear convex analy-
sis and nonsmooth analysis, see [23, s , 26].

Definition 2.1. The proximal normal cone of K at u € K is given by
NE(u) :={6 € H:u € Pg(u+af)},
where o > 0 is a constant and Py is projection operator of H onto K, that is,

Pr(u) ={u” € K :dg(u) = [lu—u"[},
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where dg (u) is the usual distance function to the subset K, that is,

d = inf ||[v — ul.
K@) = inf v —u
The proximal normal cone N (u) has the following characterization.

Lemma 2.1. Let K be a nonempty closed subset of H. Then £ € N }?(u) if and only
if there exists a constant o > 0 such that
& v—u) <alv—ul? YveK.
Definition 2.2. The Clarke normal cone, denoted by N (u), is defined as
N (u) = co[NE (u)],
where ¢c0A means the closure of the convex hull of A.

Poliquin et al. [24] and Clarke et al. [25] have introduced and studied a class
of nonconvex sets, which are called uniformly prox-regular sets. This class of
uniformly prox-regular sets has played an important role in many nonconvex ap-
plications such as optimization, dynamic systems and differential inclusions. In
particular, we have

Definition 2.3. For a given r € (0, 00|, a subset K of H is said to be normalized
uniformly r-prox-regular if and only if every nonzero proximal normal to K can be
realized by any r-ball, that is, Vu € K and 0 # £ € NZ(u) with ||¢]| = 1, one has

1
& v—u)y < % v —ul? Vv e K.

It is clear that the class of normalized uniformly prox-regular sets is sufficiently
large to include the class of convex sets, p-convex sets, C''! submanifolds (possibly
with boundary) of H, the images under a C'''! diffeomorphism of convex sets and
many other nonconvex sets, see [23, 25]. It is clear that if r = oo, then uniformly
r-prox-regularity of K reduces to its convexity.

It is known that if K is a uniformly r-prox-regular set, the proximal normal cone
NE(u) is closed as a set-valued mapping. Thus, we have N$ (u) = N (u).

Now, let us state the following proposition which summarizes some important
consequences of the uniformly prox-regularities:

Proposition 2.1. Let » > 0 and let K. be a nonempty closed and uniformly r-prox-
regular subset of H. Set U, = {z € H : d(z,K,) < r}.
(i) Forallz € U,, Pk, (x) # 0;
(i) For all " € (0,7), Pk, is Lipschitz continuous with constant
U ={x € H:dz,K,)<r'}

/Ol’l
r—r

3. System of generalized implicit nonconvex variational inequality
problems

Throughout the rest part of the paper, we assume that, for each i € {1,2}, H; is
a real Hilbert space whose norm and inner product are denoted by || - ||; and (-, -);,
respectively, and Kj ,, is uniformly 7;-prox-regular subset of H;.

For i € {1,2} and j € {1,2} \ {i}, assume that A;, C; : H, — H,, B; :
H; — H;, N;: H; x H; x H; — H;, g; : H; — H; are single-valued mappings.
For any constant p; > 0 (i = 1,2), we consider the system of generalized implicit
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nonconvex variational inequality problems (SGINVIP): Find (ml, $2) € H{ x Hy such
that (g1(x1), g2(x2)) € K1, X Ka,, and
1
(piNi(Asxi, Bixj, Cixs) + pixi, yi — gi(24))i + ?Hyz —gi(z)||? >0, Vy; € K; .
1
(3.1)

Some special cases of SGINVIP (3.1)

Case 1. Foreachi € {1,2}, if g; = I;, the identity operator, N1(A;z1, Bz, Ci121) =
Gl(xl,l’g) — X, Ng(AzIQ,BQIl,CQIQ) = GQ(I’l,IEQ) — X2 for all xr; € Hi, where
G; : Hy x Hy — H; is a nonlinear mapping then SGINVIP (3.1) reduces to the
system of problems of finding (z1,z2) € K; ,, X Ks,, such that

1
(PiGi(w1,m2),yi — 23)i + 27.“% — x|} >0, Vyi € K, (3.2)
K3
which appears to be new.

Case 2. In Case 1, if H; = Hy, Ky ,, = Kj,, then SGINVIP (3.1) reduces to the
nonconvex variational inequality problem of finding x € K ,, such that

1
(PGi(z,z),y —x)1 + 271||Z/ - 35”% >0, Vy € Ky,
which appears to be new.

Case 3. In Case 1, for each i € {1,2}, if r; = o0, i.e., K; ,, = K;, the convex set in
H;, then SGINVIP (3.1) reduces to the system of variational inequality problems of
finding (x1,x2) € K7 x K5 such that

(Gi(w1,72),y;i —24)i > 0, Vy; € K; (3.3)
which has been studied by Ansari et al. [5] and Verma [9].

The following definitions are needed in the proof of main result.

Definition 3.1. A nonlinear mapping ¢; : H; — H; is said to be k;-strongly
monotone if there exists a constant k£; > 0 such that

(g1(z1) — 1 (1), 21 —y1)1 > Kallen — willf, Vau,y1 € Hy.

Definition 3.2. LetN1 : HQXHl XH2 — H17 A1,01 : H1 — Hg, B1 : H2 — H1
be nonlinear mappings. Then NV, is said to be

(i) 01-strongly monotone with respect to A; in the first argument if there exists
a constant d; > 0 such that

(N1(Aru, 21, w2) — Ni(Arv, 21, 22),u — v)1 > 51”“_““%’

Yu,v,x1 € Hi, x2 € Ho;
(ii) o1-relaxed Lipschitz continuous with respect to C; in the third argument if
there exists a constant o; > 0 such that

<Nl(x27x1701u) - N1<x2?$laclv>7u - U>1 < —O'1||U - U”%’
Yu,v,x1 € Hy, 29 € Ho;

(iii) L(n, 1)-Lipschitz continuous in the first argument if there exists a constant
(N1,1) g
L(n, 1y > 0 such that

N1 (u, 21, 22) — Ni(v, 21, 22)[1 < Lny vy llu—vll1,

Va1 € Hi, u,v,x9 € Ho.
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Similarly, we can define the Lipschitz continuity of N; in the second and third
arguments. First, we prove the following technical lemmas.

Lemma 3.1. SGINVIP (3.1) is equivalent to the following system of generalized
implicit nonconvex variational inclusions: Find (:(:1,962) € Hy; x Hs such that

(gl('rl)vg2(m2)) € K17T1 X K27T2 and

for i = 1,2, where N fgi (u) denotes the proximal normal cone of K, ,, at u in the
sense of nonconvex analysis (See Definition 2.1), and 0; is the zero vector of H;.

Proof. Let (z1,22) € Hy x Hy with (g1(21),92(22)) € K1, X Ka,, be a so-
lution of SGINVIP (3.1). If N;(A;x;, Bix;,Cix;) + x; = 0;, then evidently the
inclusuion (3.4) follows. If N;(A;z;, B;z;,Cix;) + x; # 0;, then from (3.1) and
Lemma 2.1, we get the inclusion (3.4). Conversely, let (z1,23) € H; X Hy with
(91(x1), g2(x2)) € K1, X Ky, be a solution of system (3.4) then it follows from
Definition 2.3 that (x1,z2) € Hy X Hy with (g1(x1), g2(22)) € K1, X Ko, is a
solution of SGINVIP (3.1).

Lemma 3.2. (x1,x2) € Hy X Ho with (g1(x1), g2(z2)) € K1 4, X K3 r, is a solution of
SGINVIP (3.1) if and Ol’lly if (Il,SCz) S H1 X H2 with (gl(Il),gg(Ig)) € Kl,rl X K27r2
satisfies the system of relations

9i(xi) = Pr, . [9i(z:) — pi(xi + Ni(Aizy, Biwy, Cizy))], (3.5)
fori = 1,2, where Pk, , is the projection operator of H; onto the uniformly r;-prox-
regular set K .

Proof. The result follows immediately from Lemma 3.1 and from the fact that
Py, =i+ Ng, )7t

We can rewrite the equations (3.5) as follows:
gi(z:i) = Pk, (wi), wi = gi(xi) — pi(zi + Ni(Aizs, Bizj, Ciz;)). (3.6)

The alternative formulation (3.6) enables us to suggest the following iterative
algorithm for solving SGINVIP (3.1).

Iterative algorithm 3.1. For given (w?,w)) € H; x Hs, compute the iterative
sequences {w]'}, {wh}, {27} and {23} defined by the iterative schemes:

g9i(x}) = Pk, , (i), (3.7)
w?“ = (1 —a™w! + a™[gi(z]) — pi(a} + N; (A2}, Bz}, Cizh)], (3.8)
foralln =0,1,2,..., and for each i € {1,2} with j € {1,2} \ {i}, where " € (0,1)

forn > 0 and o = 1 and > a™ = oo and p1, p2 > 0 are constants.
n=1

In Case I, Iterative algorithm 3.1 reduces to the following iterative algorithm for
solving the system (3.2).
Iterative algorithm 3.2. For given (w?,w)) € H; x Ha, compute the iterative
sequences {w]}, {wh}, {27} and {2} } defined by the iterative schemes:
T = PKi,ri (w;'),

with = (1= oM} + "z} — piGi(al, 23))], (3.9)
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forallm = 0,1,2,... and for each i € {1,2} and j € {1,2} \ {i}, where o™ € (0,1)
o0
forn >0and o’ =1 and Y. a” = oo and py, p2 > 0 are constants.

n=1

Now, we prove the existence and iterative approximation of solutions for SGINVIP
(8.1).

Theorem 3.1. For each i € {1,2} and j € {1,2} \ {i}, let the projection operator
Py, . be (="ir)-Lipschitz continuous; let A;, C; : H, — H; and B, : H; — H;

r;—rh

be L Ai—Lipschftz continuous, L¢,-Lipschitz continuous and L g, -Lipschitz contin-
uous, respectively. Let g; : H; — H; be k;-strongly monotone and continuous;
let N; : H; x H; x Hj — H; be §;-strongly monotone with respect to A4; in the
first argument, 7;-relaxed Lipschitz continuous with respect to C; in the third ar-
gument, and Ly, ,)-Lipschitz continuous in the p'* argument, where p = 1,2,3. If
the constant p; satisfy the following conditions:

M, —N; < p; < min{Mi + A, \I/i}, (310)
where
M - biki —ae; v (bik; — aze;)? — b2 (1 —e2)(1 — a’zz),
o h(l—-e2) T b2(1—e€?) ’
1 1
U, < bjdi; = bi; i = bipjdy;
b;k; > a;e; +b; (1 — 63)(1 — a?); d; = L(Ni,Z)LBi;
T ]-

i = b= ——
: il ki3
\/(1 —20; + L2y LA + \/(1 — 20, + L2y 4 L3

o
&
I

(Ni53)

p; — 2piki
2k; + 3
Then the sequences {z}'} and {w!'} generated by Iterative algorithm 3.1 con-

verge strongly to x; and w;, respectively, where (x1,z2) with (g1(21), g2(22)) €
Ky, x Ky, is a solution of SGINVIP (3.1).

€ [-1,0); ri € (0,7;); r; € (0,00].

Proof. From Iterative algorithm 3.1, we have

lwi = will; < (1= am)wf* —wlli + o gi(2f ) = gi(a]) = piaiT =2

— 7 % [

+anpi|Ni(Aait, Biay ™, Ciapt) — Ni(Aga}, Bixlf, Caa!) |

IN

(1= o) [wi ™ —willi + a"llgi(27 ™) = gia])) = pilai ™t = a])li

+Oénp1' [H [Nz (AZ‘I:»H_l, Bil‘?+1, Cy.CCZH_l) — Nl(AZIL'?, BiI;H_l, Czl’?—i_l)

— (@7t =2}

+HNZ(AZ$:Z, BiLEE»H—l, CZ‘I’;H_l) - Nz(AZfEZL, BifE;H_l, Cll';z) + (l’;H—l — X

n n+1 n n n n
+ HNz(Az-rz ,Bil‘j+ , Cix; )] — Nl(All‘l ,Bil‘j , Cix )HZ] . (3.11)

Since A;,B;,C; are L,-, Lp,-, L¢,-Lipschitz continuous, N; is §;-strongly
monotone with respect to A; in the first argument, o;-relaxed Lipschitz contin-
uous with respect to C;, and is Ly, 1)-» L(n;2)-» L(n, 3)-Lipschitz continuous in
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the first, second and third arguments, respectively, one can obtain:

INi(Asey ™, By, Cia? ™) = Ni(Agay, Biad ™, Ciaf ™) — (a7 —af) s

< \/(1 —20; + L2y La, [l — s, (3.12)
INi (A, Biay ™, i) = Ny(Aga, Biary ™, i) + (a7 — 2
< \/(1 — 20+ L2y g Lo, |27 — 2|, (3.13)
and
INi(Asa}, Bixi*, Ciw!)] — Ni(Aiw}!, Biah, Coa)|li < L, 2y L, [Jaf ™t — a}|ls.

(3.14)
ri)-Lipschitz continuous,

Since g; is k;-strongly monotone and PKL” be (

i

then using (3.7), we have

lap ™t =217 = 2t — 2} — (gi(a?™) = gi(a}) + (gi(a] ™) — gi(@)|IF
< lgi(ap ) — gi(a)|1?
—2(gi(a]™) — gi(a]) + af Tt —ap 2Pt —ap);
= lgi(@! ) — gi(@)12 — 2(gi (=) — gs(al), 2P — 2,
—2(3:?“ -zl x?‘H — )
75 2
= ( — /> Jwtt — w7 — (2k; + 2)|laft — 2|7,
ri — 7}
or

Hi 1
22 < | == ) [T — w?];, 3.15
ot ol < (g ) b~ uf (3.15)
T
where ui( ,>.
Ty —T;

Next, we estimate

lgi(aP ™) — gi(@!) — plaf ™ — 2|7
< gt — gilap)|1?

~2gi(@7™h) = gi(a}), a7 — @i+ pfllaf T — 2 |IF (3.16)

% %

< gl = wllF + (pF — 2pika) a7 - a7

% %

From (3.15) and (3.16), we have

2
g It = w (3.17)

lgi (2P ) = gi(@}t) — ps(af ™ — aP)lli < pay |1+

Further, from (3.11)-(3.15) and (3.17), we have

2 < (1—a) i+ —a oy |14 L 2R et
1 1 — 3 2]{1_’_3 1

n
i w;'||;

oM — 95 2 _ ) 2
+a"p; [m{\/(l 26+ Ly, La, + /1= 200+ L2y 5 Lo, |
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*flwi ™ —wi + | Ny ™ = will;. (3.18)

Hj
—(L(y. LB
,/2kj+3( (N::2)
Define ||.||« on Hy x Ha by ||(y1,y2)||s = Z lly:||; for any (y1,y2) € Hy1 x Hy. We

note that H; x Hs is a Hilbert space with 1nduced norm ||.||.. It follows from (3.18)
that

(w2, w5 *2) — (it wy ™). = ZIIU}"*2 w; i,
<[ —a(1 =0l (™ wy™) = (wi,wg)|s,
(3.19)
where 0 = max{@l, 02}; 91 = ,Ufz[pz + bl(plez + pjdj)];
2
i =1+ = ;b = ;
b 2k; + 3 V2ki +3

di = Lin, 2 Das; ei:\/(l—Zéi—i—L? \La, +\/ ~20;+ L2y Lo

From conditions (3.10), we have 0 < # < 1, and hence, using the similar lines of
proof of Theorem 4.3 [22], there exists an integer n® > 0 and a number « € (0,1)
such that (1 —a™(1—6)) < (1 — (1 —0)) for all n. > n°. Therefore, from (3.19), we
have

0 0 0
oL wg ) = (i, wh)e < (1= a1 —0)" " wf L w™ ) — ().

Hence for any m > n > n0, it follows that

m—1
0 0
(wi, wg") = (wi, wg) [l < D (it wi™) = (wi, wy )l
i=n
s 0 0 0 0 0
<D (—a(l=0) " |[(wp T wy ) = (Wi wh ) s (3.20)
i=1

Since 0 < (1—a(1—0)) < 1, it follows from (3.20) that ||(w{", wg") — (W}, wH)||« <
-1
Z |lw™ —wlk|| — 0 as n — oo, and hence for each i € {1,2}, {w!} is a Cauchy
1=n
sequence in H;. Assume w; — w; in H; as n — oo. We observe from (3.15)

that {«} is a Cauchy sequence and hence assume that 2 — z; in H; asn — oo.

Further, from the continuity of N;, A;, B;,C}, g, Pk, », and Iterative algorithm
3.1, we observe that

gi(z;) = Pr, ,, [9i (i) — pi(xi + Ni(Aszi, Bixj, Cixy))].
Hence it follows from Lemma 3.2 that (z1,72) € Hy; x Hs with (g1(x1), g2(22)) €
Ky, x K, is a solution of SGINVIP (3.1). This completes the proof.

Remark 3.1.

(i) The method presented in this paper unifies the methods considered in
[13, 14, 15, 16, 17, 18, 19, 20, 21] to the system of nonconvex variational
inequality problems defined on the product of two different Hilbert spaces.
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(i) The method presented in this paper improves the methods considered in
[19, 20, 21] in the sense that the continuity of g is required instead of the
Lipschitz continuity.

(iii) One needs further research effort to extend the method presented for solv-
ing the system of nonconvex variational inequality problems involving set-
valued mappings.
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