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ABSTRACT. We use ideas from measure-free martingale theory and Rådström’s
completion of a near vector space to derive a Doob decomposition of submartingales
in ordered near vector spaces, which is a generalization of result noted by Daures,
Ni and Zhang, and an analogue of the Doob decomposition of submartingales in
the fuzzy setting, as noted by Shen and Wang.

1. INTRODUCTION

The aim of this paper is to complete the work of [11] and extend those results to
the fuzzy setting. In [11] we focussed on the Doob’s decomposition of submartin-
gales and used the notion of near vector spaces to overcome the problems faced.

In this paper, we again concern ourselves with Doob’s decomposition of sub-
martingales. This decomposition was extended from the classical setting of real
valued martingales to set-valued martingales by Daures, Ni and Zhang (see [12, 13])
and also by Shen and Wang (see [16]).
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When modelling events which involve inherent uncertainty due to incomplete
information, one method is to use fuzzy sets. This leads to the concept of fuzzy
martingales. In the fuzzy setting we immediately encounter the same type of prob-
lem the one faces in the set-valued setting. That is that neither the spaces of sub-
martingales nor the range spaces of the submartingales are vector spaces. Since
they are in fact near vector spaces we can apply the near vector ideas developed in
[10, 14].

Our aim is to build on the work done in [10] and [11] and once again use
ideas from measure-free martingale theory (see [1, 2, 3, 7, 15, 17]), together with
Rådström’s completion of a near vector space, to give an elementary proof for a
version of Doob’s decomposition of fuzzy submartingales.

After introducing the necessary preliminaries and notation, we consider Doob’s
decomposition of a submartingale in an ordered vector space. From this, and with
the aid of Rådström’s completion of a near vector space (see [10]), we obtain a
Doob decomposition of a submartingale in an ordered near vector space. We then
specialize the ordered near vector space to the appropriate fuzzy set-valued space
of submartingales that are integrable. As special cases, we obtain the Daures, Ni
and Zhang result by using the fact that martingales which are integrably bounded
are integrable (see [12]). We also derive an analogue of the Doob decomposition of
fuzzy submartingales, as noted by Shen and Wang.

2. PRELIMINARIES

Let (Ω,Σ, µ) be a finite measure space. If Σ0 is a sub σ-algebra of Σ, denote by
L0(Ω,Σ0, µ) the set of Σ0-measurable functions f : Ω −→ R. If f ∈ L1(Ω,Σ0, µ)
is a random variable, we denote by E[f |Σ0] the conditional expectation of f with
respect to Σ0. If (Σi) an increasing sequence of sub σ-algebras of Σ, then (fi,Σi)
is a martingale (submartingale) provided that

fi ∈ L0(Ω,Σi, µ) and fi = (≤) E[fi+1|Σi]

for all i ∈ N. The following well-known result relates submartingales to martingales:

Theorem 2.1. (Doob’s Decomposition) If (Σi) an increasing sequence of sub σ-
algebras of Σ, and (fi,Σi) is a submartingale, then (fi,Σi) has a unique decompo-
sition

fi(ω) = Mi(ω) + Ai(ω) a.e.

where (Mi,Σi) is a set-valued martingale and (Ai) is a predictable (i.e., Ai is Σi−1-
measurable for all i ≥ 2), increasing sequence such that

(a) A1(ω) = 0 a.e.,

(b) Aj(ω) =
∑j−1

i=1

(
E[fi+1|Σi](ω)− fi(ω)

)
a.e. for j ≥ 2,

(c) Mj(ω) = fj(ω)−Aj(ω) a.e. for all j ∈ N.

Daures, Ni and Zhang proved an analogue of Doob’s decomposition for set-valued
submartingales (see [3, 13]). Before we state our main result, as can be found in
[12], we first recall some terminology from [6, 12].

Our main focus is on the application of near vector spaces to fuzzy submartin-
gales so we present an overview of the important notions associated with fuzzy sets
and fuzzy random variables. For a more comprehensive treatment of fuzzy sets and
the application of fuzzy sets in functional analysis the reader is referred to [12].
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Definition 2.1. Let X be a set and I the unit interval [0, 1]. A fuzzy set on X
(fuzzy-subset of X) is a map from X into I. That is, if A is a fuzzy subset of X then
A ∈ IX , where IX denotes the collection of all maps from X into I.

IX is naturally equipped with an order structure induced by I. If A,B ∈ IX

then we say that A is a fuzzy subset of B if A(x) ≤ B(x) for all x ∈ X.
For a given fuzzy set we associate collections of crisp subsets of X with it.

If A ∈ IX and α ∈ I we define,

Aα = {x ∈ X : A(x) > α};

Aα = {x ∈ X : A(x) ≥ α}.
These crisp sets are referred to as α-levels (or cuts), strong and weak respectively.

We call A0 the support of A and denote it by supp(A). We have the following useful
relationship between fuzzy sets and their corresponding α-cuts.

Lemma 2.2. Let A and B be fuzzy sets on a set X. Then for all α ∈ (0, 1]:
(i) A = B ⇐⇒ Aα = Bα for all α ∈ (0, 1], and
(ii) A ≤ B ⇐⇒ Aα ⊆ Bα.

The following theorems enable us to decompose a given fuzzy set into a supre-
mum of a collection of crisp sets.

Theorem 2.2. For a A ∈ IX and x ∈ X we have

A(x) = sup
α∈(0,1]

{αχ
Aα

(x)}.

If A ∈ P(X) and α ∈ I we define

αχ
A
(x) =

{
α if x ∈ A
0 if x 6∈ A

So

αχ{x} =
{

α on x
0 elsewhere

We call αχ{x} a fuzzy point with support at x and value α. We will denote the set
of fuzzy points in IX by X̃. A fuzzy point is clearly a generalization of a point in
ordinary set theory.
If A,B are crisp subsets of a vector space X and t a scalar we have
t ·A = {ta : a ∈ A} and A + B = {a + b : a ∈ A, b ∈ B}. We define addition and
scalar multiplication of fuzzy sets in the natural way which is a direct
consequence of the image of a fuzzy mapping.

Definition 2.3. Let X be a vector space. For A,B ∈ IX , t ∈ K and x ∈ X

(a) [Addition] (A + B)(x) = supx1+x2=x{A(x1) ∧A(x2)}.
(b) [Scalar multiplication] t ·A(x) = A(x

t ) for t 6= 0. If t = 0:

t ·A(x) =
{

0 if x 6= 0
supA if x = 0.
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Denote the power set of X by P(X). It is well-known that the set
P0(X) = P(X)\∅ does not, in general, form a vector space with respect to the
above defined operations.

A crisp subset A of a vector space X is said to be convex of for any a, b ∈ A and
any k ∈ [0, 1] we have that ka + (1− k)b ∈ A. We have an analagous notion in the
fuzzy setting.

Definition 2.4. Let A be a fuzzy subset of a vector space X. Then A is
(fuzzy)convex if A(kx + (1− k)y) ≥ A(x) ∧A(y) whenever x, y ∈ X and 0 ≤ k ≤ 1.

It is once again a simple matter to confirm that if a fuzzy set A is convex then for
each α ∈ [0, 1), Aα is convex in the classical sense.
In [11] we considered the certain collections of sets.

f(X) := {A ∈ P0(X) : A is closed}.

For all A,C ∈ f(X), define
A⊕ C = A + C,

where the closure is taken with respect to the norm on X. Then f(X) is closed
under ⊕.
In [10] we introduced the following notation:

cf(X) : = {A ∈ f(X) : A is convex},
bf(X) : = {A ∈ f(X) : A is bounded},

cbf(X) : = {A ∈ bf(X) : A is convex}.

We define F(X) as the collection of fuzzy sets A : X → I such that
(a) A is uppersemicontinuous,
(b) supp(A) is compact,
(c) {x ∈ X : A(x) = 1} 6= ∅.

Lemma 2.5. Let A ⊆ Fc(X) if and only if Aα ∈ cf(X)for all α ∈ I.

If A ∈ P0(X) and x ∈ X, the distance between x and A is defined by

d(x, A) = inf{‖x− y‖X : y ∈ A}.

Define dH for all A,B ∈ cf(X) by

dH(A,B) = sup
a∈A

d(a,B) ∨ sup
b∈B

d(b, A).

Then dH is a metric on cf(X), which is called the Hausdorff metric, and
(cf(X), dH) is a complete metric space (cf. [12]). In the special case where
B = {0}, let

‖A‖H = dH(A, {0});
in general ‖ · ‖H is not a norm. Furthermore, cbf(X) is a closed subspace of
bf(X) (cf. [12]).
We generalize the Hausdorff metric to the fuzzy setting in the natural way by
defining d∞ as

d∞(F1, F2) = dH(supp(F1), supp(F2)),
for fuzzy random variables F1 and F2.
In [11] we defined the following operation the 	 operation on crisp sets A and B
in the following way: A	B := {x ∈ X : x + B ⊆ A}. We can naturally extend this
to fuzzy sets in the following way.
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Definition 2.6. Let A,B ∈ IX . We define A	B as

A	B = sup
α∈(0,1]

{αχ
Aα	Bα

(x)}.

The following definition provides us with the fundamental notions of random
variables in the fuzzy setting.

Definition 2.7. (a) A fuzzy set-valued random variable (f.r.v.) or a fuzzy
random set is a function F : Ω → F(X) such that
Fα(ω) = {x ∈ X : F (ω)(x) ≥ α} is a set-valued random variable for all
α ∈ (0, 1]. We denote by M[Σ,F(X)] the collection of all Σ-measurable
fuzzy random variables. We denote by M[Σ,Fc(X)] the collection of
measurable and integrable functions f : Σ → Fc(X) respectively.

(b) The expectation of a fuzzy random variable F , denoted E(F ), is defined
by

E(F ) =
∫

Ω

supp(F )dµ.

(c) Let Σ0 be a sub σ-algebra of Σ. Then the conditional expectation of F
relative to Σ0 is defined as E [F |Σ0] = E [supp(F )|Σ0].

(d) A selection of F ∈ M[Σ,F(X)] is a function f ∈ L1(µ, R̃) such that
f(ω) ≤ F (ω) for all ω ∈ Ω a.e. We denote the set of selections of F by S1

F

and we say that F is integrable if S1
F 6= ∅. We denote by L[Σ,F(X)] the

collection {F ∈ M[Σ,F(X)] : S1
F 6= ∅} and L[Σ,Fc(X)] denotes the set

{F ∈ L[Σ,F(X)] : F (ω) ∈ Fc(X),∀ω ∈ Ω}.

Hiai and Umegaki proved in [6] that, if F ∈ L[Σ, f(X)], then there exists a unique
G ∈ M[Σ0, f(X)] such that

S1
G(Σ0) = {E[f |Σ0] : f ∈ S1

F },

where the closure is taken in L1(Σ, µ,X), and E[f |Σ0] denotes the conditional
expectation of f : Ω −→ X with respect to Σ0. As is customary, we denote G by
E [F |Σ0] and call E [F |Σ0] the conditional expectation of F : Ω −→ f(X) relative to
Σ0 (cf. [6, 12]). It is well-known that the following properties hold:

Theorem 2.3. (see [6, 12]) Let Σ0 be a sub σ-algebra of Σ. If F ∈ L[Σ,Fc(X)],
then the conditional expectation E [F |Σ0] ∈ L[Σ0,Fc(X)] of F with respect to Σ0 has
the following properties:

(E1) If F1, F2 ∈ L[Σ,Fc(X)], then E [F1 + F2|Σ0] = E [F1|Σ0]⊕ E [F2|Σ0].
(E2) If F ∈ L[Σ,Fc(X)] and λ ∈ R+, then E [λF |Σ0] = λE [F |Σ0].
(E3) If F1, F2 ∈ L[Σ,Fc(X)], then F1 ≤ F2 implies E [F1|Σ0] ≤ E [F2|Σ0].
(E4) If F ∈ L[Σ0,Fc(X)], then E [F |Σ0] = F .
(E5) If Σ0 ⊆ Σ2 ⊆ Σ and F ∈ L[Σ0,Fc(X)], then E [ E [F |Σ2] |Σ0] = E [F |Σ0].

If F ∈ M[Σ,F(X)], then F is called integrably bounded provided that there exists
ρ ∈ L1(µ) such that ‖x‖X ≤ ρ(ω) for all x ∈ F (ω) and for all ω ∈ Ω. In this case,
F (ω) ∈ Fc(X) a.e. and ‖F (ω)‖H = sup{‖x‖X : x ∈ supp(F )(ω)} ≤ ρ(ω) for all
ω ∈ Ω.
Let L1[Σ,F(X)] denote the set of all equivalence classes of a.e. equal
F ∈ M[Σ,F(X)] which are integrably bounded. If
∆: L1[Σ,F(X)]× L1[Ω,F(X)] −→ R+ is defined by

∆(F1, F2) =
∫

Ω

dH

(
supp(F1(ω)), supp(F2(ω))

)
dµ,
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then (L1[Σ,F(X)],∆) is a complete metric space. Define addition +, scalar
multiplication · and an order relation pointwise on L1[Σ,F(X)].
Let

L1[Σ,Fc(X)] = {F ∈ L1[Σ,F(X)] : F (ω) ∈ Fc(X) a.e.}.
Note that L1[Σ,Fc(X)] ⊆ L1[Σ,F(X)] and for Σ0 a sub σ-algebra of Σ we have
E [F |Σ0] ∈ L1[Σ0,F(X)] for all F ∈ L1[Σ,F(X)].
We generalize the following from [12]:

Definition 2.8. Let (Fi) ⊆ L[Σ,F(X)] and (Σi) an increasing sequence of sub
σ-fields of Σ. Then (Fi,Σi)i∈N is called a martingale (respectively, submartingale)
in L[Σ,F(X)] provided that Fi ∈ M[Σi,F(X)] and Fi(ω) = (≤) E [Fi+1|Σi](ω) a.e.
for all i ∈ N.

Let X∗ = {x∗ : X −→ R : x∗ is linear and continuous}. For every bounded subset
C of X and each x∗ ∈ X∗, let

s(x∗, C) := sup{x∗(x) : x ∈ supp(C)}.

We are now in a position to state a fuzzy version of Doob decomposition theorem
of Daures, Ni and Zhang, as can be found in [12]:

Theorem 2.4. Let (Fi,Σi) be a set-valued submartingale in L1[Σ,Fc(X)]; i.e.,
(Fi,Σi) be a submartingale in L[Σ,Fc(X)] and (Fi) ⊆ L1[Σ,Fc(X)]. If there exists
B ∈ Σ with µ(B) = 0 such that for any ω 6∈ B and all i ∈ N

(i) s( · , E [Fi|Σi−1(ω)])− s( · , Fi−1(ω)) and
(ii) s( · , Fi(ω))− s( · , E [Fi|Σi−1(ω)])

are convex functions on X∗, then (Fi,Σi) can be decomposed as

Fi(ω) = Mi(ω) + Ai(ω) for all ω 6∈ B

where (Mi,Σi) is a fuzzy martingale and (Ai) is a fuzzy set-valued predictable
increasing sequence such that for all ω 6∈ B

(a) A1(ω) = 0,

(b) Aj(ω) =
( ∑j−1

i=1 E [Fi+1|Σi](ω)	 Fi(ω)
)

for all j ≥ 2,

(c) M1(ω) = F1(ω), and

(d) Mj(ω) =
( ∑j

i=2[Fi(ω)	 E [Fi|Σi−1](ω)
)

+ F1(ω) for all j ≥ 2.

The proof of Theorem original crisp version of 2.4, as given in [12], exploits the
properties of the the functions s(·, C) where C ∈ Fc(X).
To achieve our aim, we derive a Doob decomposition theorem for submartingales
in ordered near vector spaces as considered in [10]. As a consequence and as an
intermediate step, we obtain a Doob decomposition for fuzzy submartingales
which are integrable in §4. The latter then yields the Daures, Ni and Zhang result
(see [3, 13]) as a special case, as integrably bounded functions are integrable (see
[12, p.31]). It also yields an analogue of the Doob decomposition of fuzzy
submartingales, as noted by Shen and Wang (see [16]).

3. DOOB’S DECOMPOSITION IN AN ORDERED NEAR VECTOR SPACE

It was noted in [10] that if X is a Banach space, then (cf(X),+, · ) is a near vector
space. For the convenience of the reader, we recall the definition from [10].



DOOB’S DECOMPOSITION OF FUZZY SUBMARTINGALES 47

Let S be a nonempty set. As in [10], S is said to be a near vector space, provided
that addition +: S × S −→ S is defined such that (S, +) is a cancellative
commutative semigroup; i.e., for all x, y, z ∈ S:

x + z = y + z ⇒ x = y, x + y = y + x, (x + y) + z = x + (y + z),

and multiplication · : R+ × S −→ S by positive scalars is defined such that for all
x, y ∈ S and λ, δ ∈ R+:

λx + λy = λ(x + y), (λ + δ)x = λx + δx, (λδ)x = λ(δx), 1x = x.

Let S be a (near) vector space. If (S,≤) is a partially ordered set such that ≤ is
compatible with addition and multiplication by positive scalars; i.e., for all
x, y ∈ S and α ∈ R+,

x ≤ y ⇒ [x + z ≤ y + z and αx ≤ αy],

then S is called an ordered (near) vector space.
It was noted in [10] that if X is a Banach space, then (cf(X),⊆,+, · ) is an
ordered near vector space.
Rådström proved the following result in [14, Theorem 1]:

Theorem 3.1. If S is a near vector space, then there exist a vector space R(S) and
a map j : S −→ R(S) such that

(a) j is injective,
(b) j(αx + βy) = αj(x) + βj(y) for all α, β ∈ R+ and x, y ∈ S,
(c) R(S) = j(S)− j(S) := {j(x)− j(y) : x, y ∈ S}.

An outline of the proof of the previous theorem can be found in [10].
Let S be an ordered near vector space. Define an order ≤ on R(S) by

[x, y] ≤ [x1, y1] ⇐⇒ x + y1 ≤ y + x1,

Then R(S) is an ordered vector space and j : S −→ R(S) is an order embedding
(see also [10]); i.e.,

s ≤ t ⇔ j(s) ≤ j(t).
Let S be an ordered near vector space which also satisfies

(Z) there exists 0 ∈ S such that x + 0 = x for all x ∈ S and λ0 = 0 for all
λ ∈ R+.

Then S is said to be an ordered near vector space with a zero.
If X is a separable Banach space, then

(a) (M[Σ,Fc(X)],+, ·,≤),
(b) (L[Σ,Fc(X)],+, ·,≤), and
(c) (L1[Σ,Fc(X)],+, ·,≤)

are ordered near vector space with with χ{0} as zero where χ
A

is the characteristic
function of A. In fact, (L[Σ,Fc(X)],+, ·,≤) is a sub ordered near vector space of
(M[Σ,Fc(X)],+, ·,≤) and (L1[Σ,Fc(X)],+, ·,≤) is a sub ordered near vector
space of (L[Σ,Fc(X)],+, ·,≤).
It is clear that if S is an ordered near vector space S with a zero, then there exists
a subtraction operation on R(S), but this does not guarantee the existence of a
subtraction operation on S under which S is closed.
To overcome this problem, we consider the following:

Definition 3.1. Let S be an ordered near vector space with a zero and define v by

y v x ⇐⇒ ∃ z ∈ S [0 ≤ z and y + z = x].
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Then, by the cancellation law, z is unique in Definition 3.1 and we define

z := x− y.

Also,
x v y ⇒ x ≤ y for all x, y ∈ S

and it follows that v is a partial ordering on S. We call v the ordering associated
with ≤.
Also note that, for all x ∈ S,

0 v x ⇐⇒ 0 ≤ x;
i.e.,

S+ := {x ∈ S : 0 ≤ x} = {x ∈ S : 0 v x}.
It is readily verified that (S,v) is an ordered near vector space with 0 as zero.
Furthermore, if we consider the Rådström completion R(S) of (S, +, ·,v), then

y v x ⇐⇒ ∃ z ∈ S (0 ≤ z and [z, 0] = [x, y])
⇐⇒ ∃x− y ∈ S (0 ≤ x− y and [x− y, 0] = [x, y]) .

Our strategy is now as follows. We first consider Doob’s decomposition of a
submartingale in an ordered vector space. Then we use this ordered vector space
result to obtain a Doob decomposition of a submartingale in an ordered near
vector space. We specialize the ordered near vector space to the appropriate fuzzy
set-valued space of submartingales that are integrable and obtain the Daures, Ni
and Zhang result as a special case from the latter for integrably bounded
martingales.

We now define martingales in terms of projections rather than sub σ-algebras. By
considering martingales in this way, we can apply the theory of martingales to
near vector spaces.

Definition 3.2. Let S be any nonempty set, (Ti) a commuting sequence (i.e.,
TiTj = TjTi = Ti for all i ≤ j) of projections on S and (fi) ⊆ S. Then

(a) (fi, Ti) is a martingale in S, provided that fi = Tifj for all i ≤ j.
If, in addition, (S,≤) is a partially ordered set and each Ti is order preserving; i.e.,
u ≤ v ⇒ Tiu ≤ Tiv for all u, v ∈ S, then

(b) (fi, Ti) is called a submartingale in S, provided that fi ∈ R(Ti) for all i
(where R(Ti) is the range of Ti) and fi ≤ (≥) Tifj for all i ≤ j.

As was noted in [9], it follows from Theorem 2.3 that if (Σi) is a filtration and if we
set

Ti(F ) = E [F |Σi] for all F ∈ L[Σ,Fc(X)]
(
F ∈ L1[Σ,Fc(X)]

)
and i ∈ N,

then (Ti) is a commuting sequence of order preserving projections on the ordered
near vector space L[Σ,Fc(X)] (L1[Σ,Fc(X)]) and the range R(Ti) of Ti is
L[Σi,Fc(X)] (L1[Σi,Fc(X)]) for each i. Furthermore, if (Fi) ⊆ L[Σ,Fc(X)]
(L1[Σ,Fc(X)]) and (Σi) is an increasing sequence of sub σ-fields of Σ, then
(Fi, Ti) is a martingale (respectively, submartingale) in the ordered near vector
space L[Σ,Fc(X)] (L1[Σ,Fc(X)]) in the sense of Definition 3.2.
The following result, which is based on a vector lattice version in [7], is the first
step in achieving our aim of proving the Daures, Ni and Zang result in an
elementary way:

Theorem 3.2. Let E be an ordered vector space, (fi) ⊆ E and (Ti) a commuting
sequence of positive linear projections on E. If (fi, Ti) is a submartingale,
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(i) A1 = 0,
(ii) Aj =

∑j−1
i=1

(
Tifi+1 − fi

)
for all j ≥ 2 and

(iii) Mj = fj −Aj for all j ∈ N,

then the decomposition fi = Mi + Ai, i ∈ N, is the unique decomposition of (fi, Ti)
with (Mj , Tj) a martingale in E, (Aj) ⊆ E a positive and increasing sequence and
Aj+1 ∈ R(Tj) for all j ∈ N.

Let S be an ordered near vector space. A map T : S −→ S is called R+-linear
provided that T (αx + βy) = αTx + βTy for all x, y ∈ S and α, β ∈ R+. It was
shown in [10] that if S is an ordered near vector space and T : S −→ S is an order
preserving R+-linear map, then T̂ , defined by T̂ [x, y] = [Tx, Ty] for all
[x, y] ∈ R(S), is an order preserving linear map from R(S) to R(S).
Let (fi, Ti) be a submartingale in an ordered near vector space S, where (Ti) is a
commuting sequence of order preserving R+-linear idempotents on S. Then
([fi, 0], T̂i) is a submartingale in R(S) and (T̂i) is a commuting sequence of order
preserving linear projections on R(S).
We need the following notion:

Definition 3.3. Let S be an ordered near vector space with a zero, (fi) ⊆ S, (Ti) a
commuting sequence of order preserving R+-linear idempotents on S and (fi, Ti)
We call (fi, Ti) a v-submartingale in S if fi ∈ R(Ti) for all i and fj v Tj(fi) for all
j ≤ i.

Theorem 3.3. Let S be an ordered near vector space with a zero, (fi) ⊆ S and (Ti)
a commuting sequence of increasing R+-linear projections on S. If (fi, Ti) is a
v-submartingale,

(a) A1 = 0,
(b) Aj =

∑j−1
i=1 [Tifi+1 − fi, 0] for all j ≥ 2,

(c) M1 = [f1, 0] and
(d) Mj = [f1, 0] +

∑j−1
i=1 [fi+1, Tifi+1] for all j ∈ N,

then the decomposition [fi, 0] = Mi + Ai for all i ∈ N, is the unique decomposition of
([fi, 0], T̂i) with (Mj , Tj) a martingale in R(S), (Aj) ⊆ R(S) a positive and
increasing sequence and Aj+1 ∈ R(Tj) for all j ∈ N.

4. THE DAURES-NI-ZHANG VERSION OF DOOB’S DECOMPOSITION IN THE
FUZZY SETTING

Let X be a Banach space. We first specialize our above discussion on the
associated ordering to the ordered near vector space (Fc(X),+, ·,≤).
The ordering v on Fc(X)× Fc(X) associated with ≤ is given by

A v B ⇐⇒ ∃C ∈ Fc(X) (χ{0} ≤ C and A + C = B).

• 0 ∈ A	B ⇔ B ⊆ A for all A,B ∈ P0(X),
• if supp(A) is bounded, then A	A = χ{0} ,
• if A ∈ F(X), then A	B ∈ F(X),
• if A is convex, so is A	B provided that A	B 6= χ∅ ,
• if supp(A) and supp(B) are bounded, then supp(A	B) is also bounded,

The following theorem and two subsequent corollaries follow from the results in
[11].

Theorem 4.1. Let X be a Banach space. If A,B ∈ Fc(X), then there exists
C ∈ Fc(X) such that B + C = A if and only if B + (A	B) = A. Moreover, in this
case, A	B is the unique C satisfying A = C + B.
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Corollary 4.1. Let X be a Banach space and A,B ∈ Fc(X). Then the following
statements are equivalent:

(i) There exists C ∈ Fc(X) such that B + C = A.
(ii) B + (A	B) = A.
(iii) [s( · , A)− s( · , B)]α is a convex function on X∗ for each α ∈ I.

Corollary 4.2. Let X be a Banach space. Then, for all A,B ∈ Fc(X), the following
statements are equivalent:

(i) B v A.
(ii) χ{0} ≤ A	B and B + A	B = A.
(iii) B ≤ A and s( · , A)− s( · , B) is a convex function on X∗.

Proof. From [12, p.159] we have that for each α ∈ (0, 1],

{0} = [χ{0} ]α ⊆ Aα 	Bα ⇔ Bα ⊆ Aα

⇔ B ≤ A and χ{0} ⊆ A	B

by Lemma 2.2. By applying Theorem 4.1 we complete the proof. �

We use our main result Theorem 3.3 to obtain:

Theorem 4.2. Let (Fi,Σi) be a fuzzy submartingale in L[Σ,Fc(X)]. If there exists
B ∈ Σ with µ(B) = 0 such that for any ω 6∈ B and all i ∈ N

(i) [s( · , E [Fi|Σi−1(ω)])− s( · , Fi−1(ω))]α and
(ii) [s( · , Fi(ω))− s( · , E [Fi|Σi−1(ω)])]α

are convex functions on X∗ for all α ∈ I, then (Fi,Σi) has a decomposition

Fi(ω) = Mi(ω) + Ai(ω) for all ω 6∈ B,

where (Mi,Σi) is a fuzzy martingale and (Ai) is a predictable increasing sequence
M[Σ,Fc(X)]in such that for all ω 6∈ B

(a) A1(ω) = χ{0} ,

(b) Aj(ω) =
( ∑j−1

i=1 E [Fi+1|Σi](ω)	 Fi(ω)
)

for all j ≥ 2,

(c) M1(ω) = F1(ω), and

(d) Mj(ω) =
( ∑j

i=2[Fi(ω)	 E [Fi|Σi−1](ω)
)

+ F1(ω) for all j ≥ 2.

Proof. The proof of this theorem is very similar to the proof of Theorem 4.4 from
[11]. We want to apply Theorem 3.3 to the ordered near vector space L[Σ,Fc(X)].
It was noted earlier that (E [ · |Σi]) is a commuting sequence of increasing
R+-linear projections on L[Σ,Fc(X)] such that R(E [ · |Σi]) = L[Σi, cf(E)] for all
i ∈ N. We first verify that (Fi,Σi) is a fuzzy v-submartingale.
As (Fi,Σi) is a fuzzy submartingale, it follows from Fi(ω) ⊆ E [Fi+1|Σi](ω) a.e. for
all ω ∈ Ω and i ∈ N that

χ{0} ≤ E [Fi+1|Σi](ω)	 Fi(ω) a.e. for all ω ∈ Ω and i ∈ N.

Also, s( · , E [Fi|Σi−1(ω)])− s( · , Fi−1(ω)) for all ω 6∈ B and all i ∈ N means that

Fi(ω) +
(
E [Fi+1|Σi](ω)	 Fi(ω)

)
= E [Fi+1|Σi](ω)

for all ω 6∈ B and all n ∈ N; consequently,

Fi(ω) v E [Fi+1|Σi](ω) a.e. for all ω 6∈ B and i ∈ N.

Hence, (Fi,Σi) be a set-valued v-submartingale.
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Let A1(ω) = 0 for all ω 6∈ B and, for all j ≥ 2,

Aj =
j−1∑
i=1

[
E [Fi+1|Σi]	 Fi, χ{0}

]
=

[ j−1∑
i=1

(
E [Fi+1|Σi]	 Fi

)
, χ{0}

]
,

M1 = [F1, 0] and, for all j ≥ 2,

Mj = [F1, 0] +
j−1∑
i=1

[
Fi+1, E [Fi+1|Σi]

]
.

Then it follows from Theorem 3.3 that in the Rådström’s completion
R(L[Σ,Fc(X)]) of L[Σ,Fc(X)], we have that the submartingale ([Fi, χ{0} ], Ê [· |Σi])
has a unique decomposition

[Fi(ω), χ{0}(ω)] = Mi(ω) +Ai(ω) for all ω 6∈ B and i ∈ N,

where with (Mj , Ê [· |Σi]) a martingale in R(L[Σ,Fc(X)]), (Aj) ⊆ L[Σ,Fc(X)] a
positive and increasing sequence and Aj+1 ∈ L[Σj ,Fc(E)] for all j ∈ N.
From the assumption s( · , Fn(ω))− s( · , E [Fi|Σi−1(ω)]) for all ω 6∈ B and all i ≥ 2,
we get that Fi = E [Fi|Σi−1(ω)] +

(
Fi 	 E [Fi|Σi−1(ω)]

)
. Hence, in R(L[Σ,Fc(X)]),

it follows that [
Fi, E [Fi|Σi−1]

]
=

[
Fi 	 E [Fi|Σi−1], χ{0}

]
.

But then, for all j ≥ 2,

Mj = [F1, χ{0} ] +
j−1∑
i=1

[
Fi+1, E [Fi+1|Σi]

]
= [F1, χ{0} ] +

j−1∑
i=1

[
Fi+1 	 E [Fi+1|Σi], {0}

]

=
[ j−1∑

i=1

(
Fi+1 	 E [Fi+1|Σi]

)
+ F1, χ{0}

]
Let

A1 = 0 and Aj =
j−1∑
i=1

(
E [Fi+1|Σi]	 Fi

)
for all j ≥ 2,

M1 = 0 and Mj =
j−1∑
i=1

(
Fi+1 	 E [Fi+1|Σi]

)
+ F1 for all j ≥ 2.

Then (Fi,Σi) has a decomposition

Fi = Mi + Ai for all i ∈ N,

with the required properties. �

We are now in a position to prove Theorem 2.4, the fuzzy version of the Doob
decomposition as noted by Daures, Ni and Zhang, using Theorem 4.2.
Proof of Theorem 2.4. As L1[Σ,Fc(X)] is a sub ordered near vector space of
L[Σ,Fc(X)] (see [9]), we may in Corollary 4.2 replace L[Σ,Fc(X)] by L1[Σ,Fc(X)],
which completes the proof of Theorem 2.4. �
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5. THE SHEN-WANG VERSION OF DOOB’S DECOMPOSITION IN THE FUZZY
SETTING

If {0} 6= E is a Banach lattice, then the canonical embedding E ↪→ Fc(E), given
by x 7→ χ{x} , is not order preserving if cf(E) is endowed with the usual fuzzy
ordering. We want to relate the ordering on E to an appropriate ordering on
Fc(E). We, therefore, consider

Fc(E+) : = {A ∈ Fc(E+) : A is convex}.
For all F,G ∈ Fc(E), define

F � G ⇔ ∃H ∈ Fc(E+) (F + H = G).

Direct verification yields that
• if F ∈ Fc(E), then χ{0} � F if and only if 0 ≤ f for all f ∈ F ,
• (Fc(E),�) is a partially ordered set and (Fc(E),+, · ,�) is an ordered

near vector space.
It is also clear that the ordering v associated with � on Fc(E) coincides with �.
We extend the ordering � pointwise to the spaces L[Σ,Fc(E)] and L1[Σ,Fc(E)].
Then (L[Σ,Fc(E)],+, · ,�) and (L1[Σ,Fc(E)],+, · ,�) are ordered near vector
spaces.
The next result shows that conditional expectations are �-preserving:

Lemma 5.1. Let E be a Banach lattice, (Ω,Σ, µ) a finite measure space space and
Σ0 a sub σ-algebra of Σ. Then the following holds:

(E3′) If F1, F2 ∈ L[Σ,Fc(E)], then F1 � F2 implies E [F1|Σ0] � E [F2|Σ0].

Proof. Once again the proof of this theorem is very similar to the proof of Theorem
5.2 from [11]. Let F1 � F2. Select H ∈ L[Σ,Fc(E)] for which H(ω) ∈ Fc(E+) a.e.
and F1 + H = F2. Then E [F1|Σ0] + E [H|Σ0] = E [F2|Σ0]. To conclude that
E [F1|Σ0] � E [F2|Σ0], it suffices to show that χ{0} � E [H|Σ0].
If h ∈ L1(Ω,Σ, µ) such that h(ω) ∈ H(ω) a.e., then, as H(ω) ∈ Fc(E+) a.e., it
follows that h(ω) ≥ 0 a.e.; consequently, E[h|Σ0](ω) ≥ 0 a.e. and

S1
H(Σ0) = {h ∈ L1(Ω,Σ0, µ) : 0 ≤ h(ω) ∈ H(ω) a.e.}.

But then χ{0} � {E[h|Σ0] : h ∈ S1
H(Σ0)}. From the definition of E [H|Σ0], it follows

that χ{0} � E [H|Σ0], and the proof is complete. �

The following version of Doob’s decomposition is similar to a result noted by Shen
and Wang (see [16]). Their result differs from the one below mainly in the
assumption (1) in Theorem 5.1. This assumption yields an explicit description of
the martingale involved in the decomposition, which they do not obtain in their
result.

Theorem 5.1. Let E be a Banach lattice, (Fi,Σi) be a �-submartingale in
L[Σ,Fc(E)] (alternatively, L1[Σ,Fc(E)]). If there exists B ∈ Σ with µ(B) = 0 and,
for each i ≥ 2,

s( · , Fi(ω))− s( · , E [Fi|Σi−1(ω)]) for all ω 6∈ B

is a convex functions on X∗, then there is a decomposition of (Fi,Σi) as

Fi(ω) = Mi(ω) + Ai(ω) for all ω 6∈ B

where (Mi,Σi) is a set-valued martingale in L[Σ,Fc(E)] (alternatively,
L1[Σ,Fc(E)]) and (Ai) is a set-valued predictable �-increasing sequence such that
for all ω 6∈ B



DOOB’S DECOMPOSITION OF FUZZY SUBMARTINGALES 53

(a) A1(ω) = 0,

(b) Aj(ω) =
( ∑j−1

i=1 E [Fi+1|Σk](ω)	 Fk(ω)
)

for all j ≥ 2,

(c) M1(ω) = F1(ω), and

(d) Mj(ω) =
( ∑j

i=2[Fk(ω)	 E [Fi|Σi−1](ω)
)

+ F1(ω) for all j ≥ 2.

Moreover, the decomposition is unique.

Proof. The proof is very similar to that of Theorem 4.2, although we are
considering the ordering � instead of ⊆. The details follow:
From Lemma 5.1, we know that E [ · |Σi] is �-preserving. Hence, in R(L[Σ,Fc(X)])
we have that ([Fi, χ{0} ], Ê [· |Σi]) has a unique decomposition

[Fi, χ{0} ] = Mi +Ai for all i ∈ N,

where A1 = 0 and, for all j ≥ 2,

Aj =
j−1∑
i=1

[
E [Fi+1|Σi]	 Fi, χ{0}

]
=

[ j−1∑
i=1

(
E [Fi+1|Σi]	 Fi

)
, χ{0}

]
,

M1 = [F1, 0] and, for all j ≥ 2,

Mj = [F1, 0] +
j−1∑
i=1

[
Fi+1, E [Fi+1|Σi]

]
with (Mj , Ê [· |Σi]) a martingale in R(L[Σ,Fc(X)]), (Aj) ⊆ L[Σ,Fc(X)] a positive
and increasing sequence and Aj+1 ∈ L[Σj ,Fc(E)] for all j ∈ N.
From the assumption s( · , Fn(ω))− s( · , E [Fi|Σi−1(ω)]) for all ω 6∈ B and all i ≥ 2,
we get that Fi = E [Fi|Σi−1(ω)] +

(
Fi 	 E [Fi|Σi−1(ω)]

)
. Hence, in R(L[Σ,Fc(X)]),

it follows that [
Fi, E [Fi|Σi−1]

]
=

[
Fi 	 E [Fi|Σi−1], χ{0}

]
.

But then, for all j ≥ 2,

Mj = [F1, χ{0} ] +
j−1∑
i=1

[
Fi+1, E [Fi+1|Σi]

]
= [F1, χ{0} ] +

j−1∑
i=1

[
Fi+1 	 E [Fi+1|Σi], χ{0}

]

=
[ j−1∑

i=1

(
Fi+1 	 E [Fi+1|Σi]

)
+ F1, χ{0}

]
Let

A1 = 0 and Aj =
j−1∑
i=1

(
E [Fi+1|Σi]	 Fi

)
for all j ≥ 2,

M1 = 0 and Mj =
j−1∑
i=1

(
Fi+1 	 E [Fi+1|Σi]

)
+ F1 for all j ≥ 2.

Then (Fi,Σi) has a decomposition

Fi = Mi + Ai for all i ∈ N,

with the desired properties. �
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