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Classification of Customer Decision for Bicycle Purchase

by Using the Ensemble Technique

Anutsara Kunlasutl, Bhurich I\/\ahawong1 and Mongkol Saensuk’
'Bachelor of Science Data Science program, Faculty of Science and Technology,

Sakon Nakhon Rajabhat University.

Abstract

The purpose of this research is to study factor analysis and classification of customer decisions for
bicycle purchase decisions by using the ensemble technique. Single classification techniques are Decision
Tree, Nave Bayes, and the K-Nearest Neighbors technique, which are constructed by building a model for
classification and comparing performance. The Boosting (XGBoost) technique is used for cluster classification.
Using information from “Bike Buying Prediction For Adventure Works Cycles” published by Rahul on the
Kaggle website, A preliminary selection of 13 features was used to prepare the data for the experiment. After
checking for lost data, it was found that this dataset did not contain any lost data. Then convert the data
into numeric form instead of meaning by assigning a value to meaning. and selecting the features that
conform to the class in data with information gain and adjustment with weights. Then divide the data by the
holdout method. Weighted experiments revealed that the HomeOwnerFlag feature should be removed. This

gives the Boosting (XGBoost) model the highest f-measure of 75.27

*Corresponding Author: Mongkolsaensuk@gmail.com
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3. A5n15atdun1s (Materials and Methods)
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3.1 M35IUTINteya (Data Collection)

nameaaslinseitafouarailunaiiesuundeyanisindulatednsenu ihgadeya Bike
Buying Prediction For Adventure Works Cycles [18] snUszendlglunisinmilestoya yadayaninailagninenns
Tog Rahul 9 nuiuled Kaggle  ludoyaiBsnmninuazdoyaidsumadiuiu 16,519 daya Usznousiy 24
amé’ﬂwmz Tawn CustomerlD, Title, PhoneNumber, FirstName, MiddleName, LastName, Suffix, Gender,
AddressLine, AddressLine2, City, StateProvinceName, CountryRegionName, PostalCode, BirthDate, Education,
MaritalStatus, HomeOwnerFlag, NumberCarsOwned, NumberChildrenAtHome, AveMonthSpend, TotalChildren
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CustomerlD, Title, FirstName, MiddleName, LastName, Suffix, AddressLinel, AddressLine2, PostalCode,
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322  mswlasteya
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323 MIARERNAMENYMY
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3% Information Gain wagrfhinaudnuazilidmatuaaavestoyaniutasei Threshold
33 nsassluea (Model Building)
nsafslinnadinunissuunnisiadulatodnssuvesgnduaryh msutsdoyadaeds Holdout
Method azutstoyafiufeyaynaeusosas 80 uasdeyaravnaeuiosas 20 MnduairsliaanissuunUsznmuuy
Ao T nedadtdulidadula widivg wesioutulndiAss wagadslumanisiuunussanuuudangy Tiun
WALiAIS Boosting (XGBoost)
34 mindszdnsnimlaea (Model Performance Measurement)
MyinUszavsamluea fie mstaussansammadnsildanmsinnedeyaneaey tteyanaaeu
finan1siuneassiuaanussandliiiivintunaivszdnsamlunisinena laesaansadald  Arranuuaiug
(Precision)  AAsEAN (Recall)  AUszAnBAIwENana (F-Measure)  [17] Feanunsauanildainangnad 3.1

Confusion Matrix #3@un15% 6-10

miwﬁ 3.1 Confusion Matrix

Predicted Value

0 1

0 True, False,
Actual Value

1 False, True,

e

True, fio Srnuteyaiinegniesindunaa o
True, fio Srnuteyaiihuegniesinduaana 1
False, fio Sruaudeyaiinneininduraia 0 uimanueisdenaa 1
False, fio Srnuteyaiiuneinindueaia 1 uiriAnuaTaAenana 0

AFIAUSTEANTAINAIAULUUENUDIAANE 1 hazAand 0 AYdNNISN 6 way 7

True,

Precision
! True, + False,
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Trueg,

(™

Precisiony =
0 Truey, + Falseg

) a a i = o a
N13IAUSEEANTNINAIANUTEANVDIAAE 1 LLazAand 0 ANEUNISN 8 Luag 9
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