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This research aims to forecast the concentration of fine particulate matter
(PM2.5) in Nakhon Sawan Province using three machine learning techniques: Linear
Regression (LR) Artificial Neural Network (ANN) and Random Forest (RF). The dataset
consists of 9 variables, collected from the air quality monitoring station in the Nakhon
Sawan Irrigation Project from January 2020 to December 2022. The findings indicate
that the Random Forest (RF) technique outperforms the other models, achieving a
Mean Squared Error (MSE) of 18.96, a Root Mean Squared Error (RMSE) of 4.35, and
a Coefficient of Determination (R’) of 0.83. This forecasting model provides a valuable
tool for governmental agencies to proactively manage air pollution and mitigate its
adverse effects on public health.
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Linear Regression 29.45 543 0.74

Artificial Neural Network 25.79 5.08 0.77

Random Forest* 18.96 4.35 0.83
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Actual vs Predicted PM2.5 - Artificial Neural Network (Last Year)
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Actual vs Predicted PM2.5 - Random Forest {Last Year)
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