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 งานวิจยัน้ีมีวตัถุประสงค์เพื่อพยากรณ์ปริมาณฝุ่ นละอองขนาดเล็กกว่า 2.5 ไมครอน (PM2.5) ใน

จงัหวดันครสวรรค ์ โดยใชเ้ทคนิคการเรียนรูข้องเคร่ือง 3 เทคนิค ไดแ้ก่ เทคนิคการถดถอยเชิงเสน้ (Linear 

Regression: LR) เทคนิคโครงข่ายประสาทเทียม (Artificial Neural Network: ANN) และเทคนิคการสุ่ม

ป่าไม ้(Random Forest: RF) ขอ้มูลที่ใชป้ระกอบดว้ยปัจจยั 9 ตวัแปร ซึ่งเก็บรวบรวมจากสถานีตรวจ

คุณภาพอากาศในพื้นที่โครงการชลประทานนครสวรรค ์ ระหว่างเดือนมกราคม พ.ศ. 2563 ถงึเดือนธนัวาคม 

พ.ศ. 2565 ผลการวจิยัแสดงใหเ้ห็นว่า เทคนิคการสุ่มป่าไม ้(RF) มปีระสทิธิภาพสูงสุดในการพยากรณ์ โดยมี

ค่าความคลาดเคลื่อนก าลงัสองเฉลี่ย (MSE) เท่ากบั 18.96 ค่ารากที่สองของความคลาดเคลื่อนเฉลี่ยก าลงั

สอง (RMSE) เท่ากบั 4.35 และสมัประสทิธ์ิการตดัสินใจ (R2) เท่ากบั 0.83 การใชต้วัแบบพยากรณ์น้ีช่วยให ้

หน่วยงานภาครฐัสามารถวางแผนเชิงรุกเพื่อจดัการมลพิษทางอากาศและลดผลกระทบต่อสุขภาพของ

ประชาชนไดอ้ย่างมปีระสทิธิภาพ  
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 This research aims to forecast the concentration of fine particulate matter 

(PM2.5) in Nakhon Sawan Province using three machine learning techniques: Linear 

Regression (LR) Artificial Neural Network (ANN) and Random Forest (RF). The dataset 

consists of 9 variables, collected from the air quality monitoring station in the Nakhon 

Sawan Irrigation Project from January 2020 to December 2022. The findings indicate 

that the Random Forest (RF) technique outperforms the other models, achieving a 

Mean Squared Error (MSE) of 18.96, a Root Mean Squared Error (RMSE) of 4.35, and 

a Coefficient of Determination (R2) of 0.83. This forecasting model provides a valuable 
tool for governmental agencies to proactively manage air pollution and mitigate its 

adverse effects on public health. 
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1. บทน า  

     ปจัจุบนัปญัหามลพิษทางอากาศ โดยเฉพาะฝุ่ นละอองขนาดเลก็กว่า 

2.5 ไมครอน (PM2.5) ไดก้ลายเป็นปัญหาส าคัญที่ส่งผลกระทบต่อ

สุขภาพของประชาชนอย่างกวา้งขวาง PM2.5 สามารถเขา้สู่ระบบทางเดิน

หายใจและกระแสเลือด ท าใหเ้กิดโรคเกี่ยวกบัระบบทางเดินหายใจ 

โรคหวัใจ และโรคมะเร็งปอด โดยเฉพาะในพื้นที่ที่มกีารขยายตวัของเมือง

อย่างรวดเร็ว มงีานวจิยัหลายชิ้นที่ศึกษาเกี่ยวกบัแหล่งที่มา ผลกระทบต่อ

สุขภาพ และแนวทางการจดัการฝุ่ น PM2.5 เช่น สมพร จนัทระ และคณะ 

(2561) [1] ไดศึ้กษาการปล่อยฝุ่ น PM2.5 จากการเผาชีวมวล 4 ชนิด 

ไดแ้ก่ ฟางขา้ว ตน้ขา้วโพดแหง้ เศษใบไมจ้ากป่าเต็งรงั และเศษใบไมจ้าก

ป่าเบญจพรรณ พบว่าการเผาฟางขา้วและใบไมจ้ากป่าท าใหเ้กิด PM2.5 

มากกว่าการเผาตน้ขา้วโพดแหง้ วรนารา ชนะบวรสกุล และคณะ (2566) 

[2] ศึกษาความสมัพนัธ์ระหว่างค่ามลพิษ PM2.5 กบัโรคระบบทางเดิน

หายใจและหัวใจและหลอดเลือดในกรุงเทพมหานครและจังหวดั

นครสวรรค ์พบว่าความเขม้ขน้ของ PM2.5 มคีวามสมัพนัธก์บัการเพิ่มขึ้น

ของผู ป่้วยโรคเหล่า น้ี  Karimian และคณะ (2019) [3]ไดป้ระ เมิน

ประสิทธิภาพของวิธีการเรียนรูข้องเคร่ืองหลายแบบ เช่น Multiple 

Additive Regression Trees (MART), Deep Feedforward Neural 

Network (DFNN) และแบบจ าลองไฮบริดที่ ใช  ้ Long Short-Term 

Memory (LSTM) ในการพยากรณ์ค่าฝุ่ น PM2.5 ผลการทดลองชี้ใหเ้ห็น

ว่าแบบจ าลอง LSTM มีความแม่นย าสูงสุดในการพยากรณ์ กฤติกา  

ทิพยค์ ามี และคณะ (2566) [4]ไดเ้ปรียบเทียบประสิทธิภาพของเทคนิค

การเรียนรูข้องเคร่ือง ส าหรบัการพยากรณ์ฝุ่ นละอองขนาดเลก็ในอากาศ 

(PM2.5) พบว่าเทคนิคที่มคีวามเหมาะสมที่สุดส าหรบัการสรา้งตวัแบบการ

พยากรณ์ ฝุ่ นละอองขนาดเล็กในอากาศ คือ เทคนิคโครงข่ายประสาท

เทยีม (Neural Network)  

     ในประเทศไทย ฝุ่ นละอองขนาดเลก็กว่า 2.5 ไมครอน (PM2.5) ได ้

ทวคีวามรุนแรงขึ้นอย่างต่อเน่ืองในช่วงหลายปีที่ผ่านมา สาเหตุหลกัมาจาก

การจราจรคบัคัง่ การเผาในที่โล่ง การขยายตวัของภาคอุตสาหกรรม และ

สภาพภูมิอากาศที่เอื้อต่อการสะสมของฝุ่ นละออง จงัหวดันครสวรรค์ ซึ่ง

เป็นพื้นที่ศูนยก์ลางของภาคเหนือตอนล่างและมีบทบาทส าคญัดา้นการ

คมนาคม การเกษตร และอุตสาหกรรม การเพิ่มขึ้นของกิจกรรมดงักล่าว

ท าใหเ้กิดปริมาณฝุ่ นละออง PM2.5 สูงเกินค่ามาตรฐานในหลายช่วงเวลา 

จึงเป็นพื้นที่ที่ประสบปญัหาฝุ่ น PM2.5 อย่างหลกีเลีย่งไม่ได ้และยงัส่งผล

ใหคุ้ณภาพชีวติของประชาชนลดลง 

     การพยากรณ์ปริมาณฝุ่ นละออง PM2.5 เป็นวิธีการหน่ึงที่สามารถ

ช่วยใหห้น่วยงานภาครฐัและประชาชนสามารถเตรียมการรบัมอืกบัปญัหา

มลพิษไดอ้ย่างมีประสิทธิภาพ การใชเ้ทคนิคการเรียนรูข้องเคร่ือง 

(Machine Learning) ในการพยากรณ์ PM2.5 เป็นแนวทางที่ท ันสมยั

และมีประสิทธิภาพ เน่ืองจากสามารถวิเคราะหข์อ้มูลขนาดใหญ่ที่มีความ

ซบัซอ้นสูง เช่น ขอ้มูลสภาพอากาศ ประวตัิการวดัค่า PM2.5 และปจัจยั

ดา้นสิ่งแวดลอ้มอื่น ๆ เพื่อสรา้งแบบจ าลองที่สามารถพยากรณ์ไดอ้ย่าง

แม่นย า ผูว้ิจยัเห็นถึงปญัหาและความส าคัญดงักล่าว จึงไดท้ าการวิจยั 

โดยมีว ัตถุประสงค์เพื่อพยากรณ์ปริมาณของ PM2.5 ในจังหว ัด

นครสวรรค์ โดยใชเ้ทคนิคการเรียนรูข้องเคร่ือง เพื่อแกไ้ขปญัหามลพษิ

ทางอากาศและใหข้ อ้มูลเชิงลึกที่มีคุณค่าส าหรับการวางแผนดา้น
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สาธารณสุขและสิ่งแวดลอ้มของจังหวดั โดยการสรา้งตัวแบบและ

เปรียบเทียบประสิทธิภาพของตวัแบบจากเทคนิคการเรียนรูข้องเคร่ือง 3 

เทคนิค ซึ่งไดแ้ก่ เทคนิคการถดถอยเชิงเสน้ (Linear Regression (LR)) 

เทคนิคโครงข่ายประสาทเทียม (Artificial Neural Network (ANN))  

และเทคนิคการสุ่มป่าไม ้(Random Forest (RF))  

 

2. วิธีด าเนินการวิจยั  

     ผูว้จิยัไดศึ้กษาเกี่ยวกบัการพยากรณ์ปริมาณฝุ่ นละออง PM2.5 ดว้ย

เทคนิคการเรียนรูข้องเคร่ือง โดยการสรา้งตัวแบบและเปรียบเทียบ

ประสิทธิภาพของตวัแบบจากเทคนิคการเรียนรูข้องเคร่ือง 3 เทคนิค 

ไดแ้ก่ เทคนิคการถดถอยเชิงเสน้ (LR) เทคนิคโครงข่ายประสาทเทียม 

(ANN) และเทคนิคการสุ่มป่าไม ้(RF) ผ่านกระบวนการ ดงัน้ี 

 

2.1. การเก็บรวบรวมขอ้มูล (Data Collection) 

งานวิจยัน้ีไดใ้ชชุ้ดขอ้มูลที่ไดจ้ากการเก็บรวบรวมขอ้มูลปริมาณฝุ่ น

ละออง PM2.5 จากสถานีตรวจคุณภาพอากาศ กองจดัการคุณภาพอากาศ

และเสียง กรมควบคุมมลพิษ ในพื้นที่โครงการชลประทานนครสวรรค์  

โดยเก็บขอ้มูลเป็นรายวนั ตัง้แต่เดือน มกราคม พ.ศ. 2563 ถงึ ธนัวาคม 

พ.ศ. 2565 จ านวน 1,096 วนั ส าหรบัขอ้มูลที่น าใชใ้นการวิเคราะหน้ี์ คือ

ปัจจ ัยที่ท าใหเ้กิด ฝุ่ นละอองขนาดเล็กในอากาศ จ านวน 9 ตัวแปร 

ประกอบไปดว้ยวนั (DATE ), PM2.5, PM10, กา๊ซคารบ์อนมอนอกไซด ์

(CO), ไนโตรเจนไดออกไซด์ (NO2), ก๊าซซลัฟอร์ไดออกไซด์ (SO2) , 

กา๊ซโอโซน (O3) , อุณหภูม ิ(TEMP), และ ปริมาณฝน (RAIN) 

 

ตารางที่ 1 ขอ้มูลที่ใชใ้นการสรา้งตวัแบบการพยากรณ์ 

ล าดบั ตวัแปร ค าอธิบาย ประเภทขอ้มูล 

1 DATE วนั/เดือน/ปี Integer 

2 PM2.5 ฝุ่ นละอองขนาดเลก็กว่า 2.5 

ไมครอน 

Real 

3 PM10 ฝุ่ นละอองขนาดไม่เกิน10

ไมครอน 

Real 

4 CO กา๊ซคารบ์อนมอนอกไซด ์ Real 

5 NO2 ไนโตรเจนไดออกไซด ์ Integer 

6 SO2 กา๊ซซลัฟอรไ์ดออกไซด ์ Integer 

7 O3 กา๊ซโอโซน Integer 

8 TEMP อุณหภูมิ Real 

9 RAIN ปริมาณฝน Real 

 

2.2 การเตรียมขอ้มูล (Data Preparation) 

การเตรียมขอ้มูลเป็นข ัน้ตอนส าคญัในการสรา้งโมเดลการพยากรณ์

งานวจิยัน้ีผูว้จิยัไดด้ าเนินเตรียมขอ้มูล ดงัน้ี 

2.2.1 การท าความสะอาดขอ้มูล (Data Cleaning) 

 เ น่ืองจากขอ้มูลที่ ไดม้าส าหรับงานวิจ ัย น้ี มีค่า สูญหาย 

(Missing Value) ในทุกตวัแปร และดว้ยขอ้มูลที่เกิดค่าสูญหายเป็น

ขอ้มูลที่อยู่ในรูปแบบของขอ้มูลเชิงปริมาณ ผูว้จิยัจึงไดท้ าการแทนค่าสูญ

หาย (Replace Missing Values) โดยจะแทนค่าสูญหายดว้ยการหา

ค่าเฉลีย่จากขอ้มูล 5 วนัก่อนหนา้และ 5 วนัถดัไปของวนัที่เกิดค่าสูญหาย 

[4]โดยวธีิการน้ีจะคงความต่อเน่ืองของขอ้มูล ช่วยลดความคลาดเคลื่อนที่

อาจเกิดจากการแทนขอ้มูล เน่ืองจากค่าที่แทนมพีื้นฐานมาจากขอ้มูลที่อยู่

รอบ ๆ ท าใหข้อ้มูลมคีวามสอดคลอ้งและใกลเ้คียงกบัความจริง ซึ่งขอ้มูล

อนุกรมเวลามกัแสดงความสมัพนัธข์องขอ้มูลในช่วงเวลาที่อยู่ใกลก้นั การ

ใชค่้าเฉลีย่จากขอ้มูลในช่วงใกลเ้คียงช่วยรกัษาความสมัพนัธ์น้ี อีกทัง้ค่าที่

แทนดว้ยวิธีน้ีจะไม่เป็น Outlier หรือค่าที่ผิดปกติเมื่อเทียบกบัขอ้มูลจริง 

ท าใหโ้มเดลเรียนรูข้อ้มูลไดอ้ย่างมีประสิทธิภาพ การใชว้ิธีการน้ีควรใช ้

อย่างระมดัระวงัโดยเฉพาะกบัขอ้มูลที่มีความแปรผนัสูงหรือกรณีที่ขอ้มูล

รอบขา้งไม่สมบูรณ์ 

2.2.2 การก าหนดหนา้ที่ของตวัแปร (Set Role) 

 ก าหนดตวัแปรวนัเดือนปีที่เก็บขอ้มูล (DATE) ใหท้ าหนา้ที่

เป็นไอดี (ID) และก าหนดตวัแปร PM2.5 ท าหนา้ที่เป็นตวัแปรตามที่ใช ้

ส  าหรบัการพยากรณ์ ส าหรบัตวัแปรที่เหลอืหนา้ที่ใหเ้ป็นตวัแปรอิสระ 

2.2.3 การแบ่งชุดขอ้มูล (Train-Test Split) 

 ผูว้จิยัไดท้ าการแบ่งชุดขอ้มูลเป็น 2 ชุด ชุดแรกเรียกว่า ชุดฝึก 

(Training Set) ตัง้แต่เดือน มกราคม พ.ศ. 2563 ถึง ธนัวาคม พ.ศ. 

2564 จ านวน 731 วนั อีกชุดเรียกว่า ชุดทดสอบ (Testing Set) ตัง้แต่

เดือน มกราคม พ.ศ. 2565 ถึง ธนัวาคม พ.ศ. 2565 จ านวน 365 วนั 

ส ัดส่วนของ Test Dataset ในที่ น้ีประมาณ 33.30%เพื่อใช ใ้นการ

เปรียบเทยีบประสทิธิภาพของตวัแบบ 

 

2.3 การสรา้งตวัแบบ (Modeling) 

ในงานวจิยัน้ีผูว้จิยัใชเ้ทคนิคการเรียนรูข้องเคร่ือง ในการสรา้งตวัแบบ

และเปรียบเทยีบประสทิธิภาพของตวัแบบจากเทคนิคการเรียนรูข้องเคร่ือง 
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3 เทคนิค ไดแ้ก่ เทคนิคการถดถอยเชิงเสน้ (LR) เทคนิคโครงข่าย

ประสาทเทยีม (ANN) และเทคนิคการสุ่มป่าไม ้(RF) 

2.3.1 เทคนิคการถดถอยเชิงเสน้ (Linear Regression) 

 เป็นเทคนิคการเรียนรูข้องเคร่ือง ที่ใชส้  าหรบัการพยากรณ์หรือ

การท านายค่าที่เป็นตัวเลข โดยสมมติว่ามีความสมัพนัธ์เชิงเสน้ตรง

ระหว่างตัวแปรอิสระ ( Independent Variable) และตัวแปรตาม 

(Dependent Variable) สมการของการถดถอยเชิงเสน้สามารถเขียนได ้

เป็น [5] 

y = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +⋯+ 𝛽𝑛𝑥𝑛 + 𝑒𝑖          (1) 

โดยที่        𝑦      คือ ตวัแปรตาม (Dependent Variable) 

𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛 คือ ตวัแปรอิสระ (Independent Variable) 

       𝛽0    คือ ค่าคงที่ (Intercept) 

𝛽1, 𝛽2, 𝛽3, … , 𝛽𝑛 คือ ค่าสมัประสทิธ์ิการถดถอย (Coefficients) 

       𝑒𝑖    คือ ค่าความคลาดเคลือ่น (Error) 

ในงานวิจยัน้ี ผูว้ิจยัใชเ้ทคนิคการถดถอยเชิงเสน้ โดยก าหนดวิธีการ

เลือกตัวแปรอิสระเข า้ในตัวแบบดว้ยวิธีการเลือกแบบไปขา้งหน ้า 

(Forward Selection) และวิธีการก าจ ัดแบบถอยหล ัง (Backward 

Elimination) 

2.3.2 เทคนิคโครงข่ายประสาทเทยีม (Artificial Neural Network) 

 เป็นเทคนิคการเรียนรูข้องเคร่ือง ที่มีโครงสรา้งเลยีนแบบการ

ท างานของเซลล ์ประสาทในสมองของมนุษย์ โดย ANN ใชส้  าหรับ

แกป้ัญหาที่ซบัซอ้น เช่น การพยากรณ์ การจดักลุ่ม และการจ าแนก

ประเภท [6] โดยโครงสรา้งพื้นฐานของ ANN ประกอบดว้ย  

Input Layer (ช ัน้ขอ้มูลน าเขา้) รบัขอ้มูลน าเขา้จากฟีเจอร์ต่าง 

ๆ ในชุดขอ้มูล จ านวนเซลลป์ระสาทในช ัน้น้ีเท่ากบัจ านวนฟีเจอร ์

Hidden Layer (ช ัน้ซ่อน) ประมวลผลขอ้มูลผ่านการค านวณ

ที่ซบัซอ้น สามารถมไีดห้ลายชัน้ (Deep Neural Network) 

Output Layer (ช ัน้ผลลพัธ์) ใหผ้ลลพัธ์ที่ตอ้งการ เช่น ค่า

พยากรณ์ หรือการจดัประเภท 

การออกแบบ ANN จะแบ่งออกเป็น Node เล็ก ๆ โดย 

Node แต่ละตวัถูกออกแบบมาโดยมีแรงบนัดาลใจมาจากเซลลป์ระสาท 

โดยแต่ละ Node มีหลกัการท างานคือการรับขอ้มูลจ านวนมากเขา้สู่

ช่องทาง Input หรือเทยีบไดก้บั Axon ของเซลลป์ระสาท ขอ้มูลแต่ละตวั

จะถูกค านวณโดยการคูณน า้หนักของ Axon แต่ละเสน้ก่อนที่กระแส

สญัญาณจากทุกเสน้จะมารวมกนั และน าผลลพัธ์น้ีเขา้สู่ Activation 

Function เพื่อค านวณผลลพัธ์ของ Node โดยการค านวณ Activation 

Function สามารถท าไดโ้ดยการเลือกใช ้ Activation Function ให ้

เหมาะกบังาน โดย Activation Function มีใหเ้ลือกหลากหลาย แต่ที่

นิยมใช ้และเกี่ยวขอ้งกบังานน้ีมีดว้ยกัน 4 ฟังก์ชนั ไดแ้ก่ Identity, 

Rectifier (ReLU), Sigmoid แ ล ะ  Hyperbolic Tangent (tanh) ใ น

งานวิจยัน้ีผูว้ิจยัไดว้ิเคราะหโ์ดยใชอ้ลักอริทึม Multilayer Perceptron 

จ านวนช ัน้ปกปิด เท่ากบั 5 ช ัน้ แต่ละช ัน้ มีจ านวน Node 20 โหนด ใช ้

Identity เป็น Activation function  

2.3.3 เทคนิคการสุ่มป่าไม ้(Random Forest) 

 เป็นเทคนิคที่พฒันามาจากตวัแบบตน้ไมต้ดัสนิใจ (Decision 

Trees) โดยจะใชว้ิธีการแบ่งจ านวนตน้ไมต้ดัสินใจออกเป็นหลาย ๆ ตน้ 

(Tree) โดยแต่ละตน้สรา้งมาจากการสุ่มคุณลกัษณะ (Feature) และ

ขอ้มูล (Data) บางส่วนดว้ยวิธีบูตสแทร็ป  (Bootstrap Method) จาก

คุณลกัษระและขอ้มูลชุดฝึกฝนทัง้หมด ซึ่งท าใหไ้ดต้น้ไมต้ดัสินใจที่มี

ความเป็นอิสระต่อกนัมากขึ้น จากนัน้หาค่าพยากรณ์จากตน้ไมต้ดัสินใจที่

ไดใ้นแต่ละตน้ ท าซ า้จนกว่าจะไดจ้ านวนตน้ไมต้ดัสนิใจครบตามก าหนด 

หากตวัแปรกลุ่มเป้าหมายที่สนใจศึกษาเป็นตวัแปรเชิงปริมาณ ซึ่งถือว่า

เป็นปญัหาวิเคราะหก์ารถดถอย ในการหาค่าพยากรณ์สุดทา้ยสามารถท า

ไดโ้ดยการค านวณหาค่าเฉลี่ยของค่าพยากรณ์ของตน้ไมต้ดัสินใจทุกตน้ 

[7] โดยหลกัการท างานของ Random Forest ประกอบดว้ย 

Bootstrap Aggregating (Bagging) สุ่มตวัอย่างขอ้มูลจาก

ชุดขอ้มูลตน้ฉบบั (Bootstrap Sampling) หลายครัง้ โดยอาจมกีารสุ่มซ า้

สรา้งตน้ไมต้ดัสนิใจ (Decision Trees) หลายตน้ โดยแต่ละตน้ใชข้อ้มูล

ที่สุ่มมา 

Random Feature Selection ในแต่ละการสรา้งตน้ไม ้จะสุ่ม

เลอืกเฉพาะบางฟีเจอร ์(Features) แทนการใชทุ้กฟีเจอร ์

การรวมผลลพัธ์ (Aggregation) หากเป็นการจ าแนก จะใช ้

การโหวตขา้งมาก (Majority Voting) จากผลลพัธ์ของทุกตน้ไม ้และถา้

เป็นการพยากรณ์ค่าเชิงปริมาณ จะใชค่้าเฉลี่ยของผลลพัธ์จากทุกตน้ไม ้

ผูว้จิยัไดว้เิคราะหโ์ดยใชอ้ลักอริทมึ Random Forest โดยก าหนดจ านวน

ตน้ไมต้ดัสนิใจ เท่ากบั100 ตน้ และจ านวนกิ่งของตน้ไมต้ดัสนิใจแต่ละตน้

ไม่เกิน 100 กิ่ง 

 

2.4 การทดสอบประสิทธิภาพของตวัแบบ (Evaluation Metrics) 

ส าหรบังานวิจยัน้ี ผูว้ิจยัเลือกใชเ้กณฑใ์นการวดัค่าความแม่นย าของ

ตวัแบบ เพื่อท าการวดัประสิทธิภาพก่อนที่จะน าตวัแบบไปใชใ้นการ

พยากรณ์ ซึ่งม ี3 ค่า ประกอบดว้ย 

2.4.1 ค่าความคลาดเคลือ่นก าลงัสองเฉลีย่ (Mean Squared Error: 

MSE) 
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 เป็นค่าที่ใชว้ดัความคลาดเคลื่อนระหว่างค่าจริง (𝑦𝑖 ) กบัค่าที่

พยากรณ์ (𝑦𝑖̂) โดยการหาความคลาดเคลื่อนก าลงัสองและเฉลี่ยออกมา 

โดยมสูีตรในการค านวณ ดงัน้ี [8] 

𝑀𝑆𝐸 =
∑ (𝑦̂𝑖−𝑦𝑖)

2𝑛
𝑖=1

𝑛
    (2) 

โดยที่     𝑦𝑖 คือ ค่าจริง 

              𝑦𝑖̂ คือ ค่าพยากรณ์ 

     𝑛 คือ จ านวนขอ้มูล 

2.4.2 ค่ารากที่สองของความคลาดเคลื่อนเฉลี่ยก าลงัสอง (Root 

Mean Squared Error: RMSE) 

 เป็นค่าที่ไดจ้ากการถอดรากที่สองของ MSE เพื่อท าใหค่้า

ความคลาดเคลื่อนกลบัมาอยู่ในหน่วยเดียวกบัขอ้มูลเดิม ท าใหอ้่านและ

ตีความไดง้่ายขึ้น 

2.4.3 สมัประสิทธ์ิการตดัสินใจ (Coefficient of Determination: 

R2) 

 เป็นตวัชี้วดัว่าโมเดลสามารถอธิบายความแปรปรวนของขอ้มูล

ไดดี้เพยีงใด โดยมสูีตรในการค านวณ ดงัน้ี [9] 

𝑅2 = 1 −
∑ (𝑦𝑖−𝑦̂𝑖)

2𝑛
𝑖=1

∑ (𝑦𝑖−𝑦̅)
2𝑛

𝑖=1
   (3) 

โดยที่     𝑦𝑖 คือ ค่าจริง 

              𝑦̂𝑖 คือ ค่าพยากรณ์ 

     𝑦̅ คือ ค่าเฉลีย่ของ 𝑦𝑖 

     𝑛 คือ จ านวนขอ้มูล 

 

3. ผลการวิจยัและอภปิรายผล  

ผูว้จิยัสรา้งตวัแบบจากเทคนิคการเรียนรูข้องเคร่ือง 3 เทคนิค ไดแ้ก่ 

เทคนิคการถดถอยเชิงเสน้ (LR) เทคนิคโครงข่ายประสาทเทียม (ANN) 

และเทคนิคการสุ่มป่าไม ้(RF) และเปรียบเทียบประสทิธิภาพของตวัแบบ

โดยการทดสอบประสิทธิภาพของตวัแบบ 3 ค่า ไดแ้ก่ ค่าความคลาด

เคลื่อนก าลงัสองเฉลี่ย (MSE) ค่ารากที่สองของความคลาดเคลื่อนเฉลีย่

ก าลงัสอง (RMSE) และสมัประสิทธ์ิการตดัสินใจ (R2) โดยใช ้Python 

และโปรแกรม Weka ซึ่งไดผ้ลดงัตารางที่ 2  

 

 

 

ตารางที่ 2 ตารางเปรียบเทยีบประสทิธิภาพของตวัแบบ 

ตวัแบบ MSE RMSE R2 

Linear Regression 29.45 5.43 0.74 

Artificial Neural Network 25.79 5.08 0.77 

Random Forest* 18.96 4.35 0.83 

*คือ ตวัแบบท่ีมปีระสิทธิภาพในการพยากรณ์ปริมาณของ PM2.5 ในจงัหวดันครสวรรค ์

 

จากตารางที่ 2 พบว่า ตัวแบบที่มีประสิทธิภาพในการพยากรณ์

ปริมาณของ PM2.5 ในจงัหวดันครสวรรค ์ คือ เทคนิคการสุ่มป่าไม ้ (RF) 

มีค่าความคลาดเคลื่อนก าลงัสองเฉลี่ย เท่ากบั 18.96 ค่ารากที่สองของ

ความคลาดเคลื่อนเฉลี่ยก าลงัสอง เท่ากบั 4.35 ซึ่งเป็นค่าที่นอ้ยที่สุดเมื่อ

เทยีบกบัเทคนิคอื่น และใหส้มัประสทิธ์ิการตดัสินใจ เท่ากบั 0.83 ซึ่งมาก

ที่สุดใน 3 เทคนิคที่น าเสนอในงานวิจ ัยน้ี  และจากการเปรียบเทียบ

ประสทิธิภาพการพยากรณ์ไดผ้ลดงั ภาพที่ 1 ภาพที่ 2 และภาพที่ 3 

 

 

 
 

ภาพที่ 1 เปรียบเทียบขอ้มูลระหว่างค่าจากขอ้มูลจริงและค่าจากการ

พยากรณ์ ดว้ยเทคนิคการถดถอยเชิงเสน้ 

 

 
 

ภาพที่ 2 เปรียบเทียบขอ้มูลระหว่างค่าจากขอ้มูลจริงและค่าจากการ

พยากรณ์ ดว้ยเทคนิคโครงข่ายประสาทเทยีม 
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ภาพที่ 3 เปรียบเทียบขอ้มูลระหว่างค่าจากขอ้มูลจริงและค่าจากการ

พยากรณ์ ดว้ยเทคนิคการสุ่มป่าไม ้

 

จากภาพที่ 3 เมื่อเปรียบเทียบปริมาณปริมาณฝุ่ น PM2.5 ทัง้ค่าจริง 

(Actual) และค่าพยากรณ์ (Predicted) แสดงใหเ้ห็นว่าขอ้มูลปริมาณฝุ่ น 

PM2.5 และขอ้มูลพยากรณ์ของปริมาณฝุ่ น PM2.5 มีค่าใกลเ้คียงกนัมาก 

สอดคลอ้งกบัค่าความคลาดเคลือ่นก าลงัสองเฉลี่ย ค่ารากที่สองของความ

คลาดเคลือ่นเฉลีย่ก าลงัสอง และสมัประสทิธ์ิการตดัสนิใจ ซึ่งแสดงใหเ้ห็น

ว่า เทคนิคที่มีประสิทธิภาพในการน าไปใชใ้นการพยากรณ์ปริมาณของ 

PM2.5 ในจงัหวดันครสวรรค์ มากที่สุดคือ เทคนิคการสุ่มป่าไม ้(RF) ซึ่ง

เป็นเทคที่เหมาะส าหรบัขอ้มูลที่มีความซบัซอ้นและความสมัพนัธท์ี่ไม่สามารถ

จ าลองดว้ยโมเดลเชิงเสน้ได ้ 

 

4. สรุปผล 

    การวิจยัน้ีมีวตัถุประสงค์เพื่อพยากรณ์ปริมาณของ PM2.5 ในจงัหวดั

นครสวรรค์ โดยใชเ้ทคนิคการเรียนรูข้องเคร่ือง เพื่อแกไ้ขปญัหามลพษิ

ทางอากาศและใหข้ อ้มูลเชิงลึกที่มีคุณค่าส าหรับการวางแผนดา้น

สาธารณสุขและสิ่งแวดลอ้มของจังหวดั โดยการสรา้งตัวแบบและ

เปรียบเทียบประสิทธิภาพของตวัแบบจากเทคนิคการเรียนรูข้องเคร่ือง 

โดยใชชุ้ดขอ้มูลที่ไดจ้ากการเก็บรวบรวมขอ้มูลปริมาณฝุ่ นละออง PM2.5 

จากสถานีตรวจคุณภาพอากาศ กองจดัการคุณภาพอากาศและเสยีง กรม

ควบคุมมลพิษ ในพื้นที่โครงการชลประทานนครสวรรค์  โดยเก็บขอ้มูล

เป็นรายวนั จากผลการวจิยัสรุปไดว่้า เทคนิคการสุ่มป่าไม ้(RF) เป็นเทคนิค

ที่มปีระสทิธิภาพดีที่สุด สอดคลอ้งกบั [10][11]ที่กล่าวว่า เทคนิคการสุ่มป่า

ไม ้เหมาะส าหรบัขอ้มูลที่มีความซบัซอ้นและความสมัพนัธ์ที่ไม่สามารถจ าลอง

ดว้ยโมเดลเชิงเสน้ได ้แสดงใหเ้ห็นว่า เทคนิคการเรียนรูข้องเคร่ือง โดยเฉพาะ

เทคนิคการสุ่มป่าไม  ้สามารถพยากรณ์ปริมาณ PM2.5 ของจังหว ัด

นครสวรรค์ได ้อย่างมีประสิทธิภาพ โดยใหค่้ารากที่สองของความ

คลาดเคลือ่นเฉลีย่ก าลงัสอง เท่ากบั 4.35 นัน่หมายความว่า ถา้แบบจ าลอง

พยากรณ์ว่าค่า PM2.5 จะอยู่ที่ 50 ไมโครกรมัต่อลูกบาศก์เมตร จะมีค่า

ความคลาดเคลื่อนที่อาจเกิดขึ้นไดใ้นช่วง ±4.35 ไมโครกรมัต่อลูกบาศก์ 

ซึ่งหน่วยงานสาธารณสุขควรเตรียมการรบัมอืและค านึงถึง สามารถใชเ้ป็น

เคร่ืองมอือนัมีค่าส าหรบัผูก้ าหนดนโยบายในการด าเนินมาตรการเชิงรุกส าหรบั

การจดัการคุณภาพอากาศและการปรบัปรุงดา้นสาธารณสุข เพื่อลดผลกระทบ

จากมลพิษทางอากาศในระยะยาวไดอ้ย่างมีประสิทธิภาพ การวิจยัในอนาคต

อาจส ารวจแบบจ าลองไฮบริด การบูรณาการแหล่งขอ้มูลภาพถ่ายดาวเทียม 

และขอ้มูลดา้นสิ่งแวดลอ้ม เพิ่มเติมเพื่อเพิ่มความแม่นย าใหสู้งขึ้น 

 

5. ขอ้เสนอแนะ 

    ในการวจิยัครัง้ต่อไปควรศึกษาเพิ่มเติมเกี่ยวกบัการทดลองใชโ้มเดลที่

ออกแบบมาเฉพาะส าหรับขอ้มูลอนุกรมเวลา เช่น LSTM, ARIMA, 

SARIMA หรือแบบผสม ควรพจิารณาเพิ่มการวิเคราะหค์วามเป็นฤดูกาล

และแนวโนม้ของขอ้มูล พจิารณาตวัแปรอื่นที่เกี่ยวขอ้งกบัปริมาณ PM2.5

นอกเหนือจากที่น าเสนอในงานวิจยัน้ี หรือศึกษาขอ้มูลจากหลายสถานี

ตรวจวดั เพื่อปรบัปรุงความแม่นย าในการพยากรณ์  
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