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ABSTRACT

Nowadays, there is an increasing number of monitoring tools for electronic systems. Such
tools allow users or administrators to monitor such systems remotely via the internet. However,
for many real systems, such tools see limited usage, especially for air conditioners since air
conditioners are expensive and long-lasting. In addition, on a building-level or organization-level,
having to use air conditioners of different models or from different manufacturers is often
unavoidable or impractical. Thus, changing all air conditioners to fit a particular monitoring tool is
complicated and expensive. In this work, a non-intrusive air conditioner monitoring tool from
security camera footage using artificial intelligence was designed and developed. Models were
developed using convolutional neural networks, with MobileNet v3 as the base for transferred
learning, in TensorFlow. Three models were tested with different volumes of training data: 1, 2,
and 30 frames per second. The result showed that, overall, models performed better than the
baseline. In addition, models could detect air conditioner usages with 100% accuracy for models
with specific characteristics.

Keywords: computer vision, convolutional neural network, remote monitoring systems
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Networks, ANNs) Aiiuszavsamgadufimuiloldfudeyaussinnnmuasdyann 121 (10 1] [12] Tag
TunuAdeillfihdinyes CNN model vuelngfignasrstusudiuutoyadu (pre-trained model) 1¥i
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A19199 2 NANTSE511 (train) model TAUU training set wag validation set

Training Time Training Set Validation Set
Model
(seconds) Loss Accuracy Loss Accuracy
1FPS 475 0.1671 0.6964 0.1150 0.7096
2FPS 857 0.1767 0.6938 0.1805 0.7714
30FPS 6026 0.1649 0.7039 0.1420 0.7043
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UI UI UI UI U U w L LI_I LLI w L L L
1FPS 1.00 | 1.00 | 1.00 | 1.00 | 0.72 | 1.00 | 0.50 | 0.56 | 0.50 | 0.50 | 0.50 | 0.52 | 0.50 | 0.50
2FPS 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.99 | 0.50 | 0.50 | 0.50 | 0.50 | 0.64 | 1.00 | 0.68 | 0.50
30FPS | 1.00 | 1.00 | 1.00 | 0.95 | 0.85 | 1.00 | 0.50 | 0.50 | 0.40 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50
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