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บทคัดย่อ  

งานวิจัยนี้ ทำการพัฒนาข้ันตอนวิธีในการลดคุณลักษณะ โดยไม่ก่อให้เกิดการสูญเสียคุณลักษณะท่ีส่งผลต่อการ
จำแนก เพื่อนำไปสู่การลดเวลาในการประมวลผลและเพิ่มประสิทธิภาพความถูกต้องการจำแนกความคิดเห็นที่อยู ่บน
เครือข่ายสังคมออนไลน์ โดยทำการเปรียบเทียบการลดคุณลักษณะโดยการใช้รูปแบบข้อมูลแนวต้ังกับการลดคุณลักษณะ
ด้วยวิธีการไคสแคว ์จำแนกความคิดเห็นด้วยวิธีการนาอีฟเบย์ (Naïve Bayes) ข้อมูลท่ีใช้ในการวิจัยรวบรวมจาก Stanford 
Twitter Sentiment Data ผลการวิจัยพบว่า วิธีการลดคุณลักษณะโดยการใช้รูปแบบข้อมูลแนวต้ังมีประสิทธิภาพดีท่ีสุด 
โดยมีค่าความถูกต้องในการจำแนก เท่ากับ 72.64% 
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Abstract 
 This research has developed an algorithm for reducing features without affecting classification, 
leading to a decrease processing time and enhancing classification accuracy. The reduction of features 
using the vertical data model method was contrasted with the reduction of features using the chi-square 
method. The Naïve Bayes method was used to classify opinions. The data used in the research was 
collected from Stanford Twitter Sentiment Data. The most effective feature reduction method employs 
a vertical data model provides an average efficiency of 72.75%.  
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1. บทนำ 
ในปัจจุบันมีองค์กรและหน่วยงานต่างๆ นำข้อมูล

บนเครือข่ายสังคมออนไลน์มาใช้เพื่อการวิเคราะห์เป็น
จำนวนมาก เนื่องจากข้อมูลเหล่านั้นสามารถสะท้อน
ให้เห็นถึงผลการดำเนินงานในองค์กรหรือหน่วยงาน
หลากหลายมิติ เช่น องค์กรท่ีเกี่ยวกับด้านการตลาดได้
นำข้อมูลความคิดเห็นของลูกค้าไปวิเคราะห์ เพื่อ
ติดตามทัศนคติของผู้บริโภคที่มีต่อสินค้าหรือบริการ 
เพื่อให้ทราบความต้องการที่แท้จริงของผู้บริโภค ซึ่ง
นำไปสู่การจัดทำแผนการตลาด การจัดโปรโมชั ่นให้
ถูกใจผู้ใช้บริการในกลุ่มต่างๆ [1] ด้านการเมืองมีการ
นำข้อมูลบนเครือข่ายสังคมออนไลน์ไปวิเคราะห์เพื่อ
สำรวจทัศนคต ิของประชาชนที ่ม ีต ่อพรรคหรือ
นักการเมืองหรือเพื่อทำนายผลการเลือกตั้ง [2] ด้าน
การศึกษาใช้ติดตามทัศนคติของผู ้เร ียนเพื ่อนำไป
ปรับปรุงการจัดการเรียนการสอนให้มีประสิทธิภาพ
ยิ่งขึ้น [3] เป็นต้น 

เว็บไซต์ทวิตเตอร์ (Twitter) เป็นเครื่องมือโซเชียล
มีเดียที่ได้รับความนิยมเป็นอย่างมากในปัจจุบัน มีผู้
ลงทะเบียนมากกว่า 300 ล้านคน และทวีตมากกว่า 
500 ล้านครั้งต่อวัน [4]  ผู ้คนสามารถแลกเปลี ่ยน
ข้อมูลได้อย่างอิสระและรวดเร็ว เว็บไซต์ทวิตเตอร์จึง
กลายเป็นโซเชียลมีเดียลที่มีข้อมูลสำคัญจำนวนมาก 
โดยเฉพาะข้อมูลความคิดเห็นเกี ่ยวกับเหตุการณ์  
สินค้า องค์กรหรือนักการเมือง อย่างไรก็ตามด้วย
ข้อจำกัดของทวิตเตอร์ซึ่งอนุญาตให้แต่ละโพสต์มีเพียง 
140 ตัวอักษร จึงมีการใช้ตัวย่อและคำแสลง เป็น
จำนวนมาก ด้วยเหตุนี ้การเพิ่มความแม่นยำในการ
จำแนกความคิดเห็นบนทวิตเตอร์จึงเป็นเรื่องท่ียังต้อง
พัฒนาให้มีประสิทธิภาพมากขึ้นต่อไป [5] การจำแนก
ความค ิดเห ็นด ้วยว ิธ ีการ เร ียนร ู ้แบบม ีผ ู ้สอน 
(Supervised Learning) เป็นวิธีการหนึ่งท่ีได้รับความ
นิยม ซึ่งก่อนนำไปเข้าสู ่กระบวนการจำแนกความ
คิดเห็น จำเป็นจะต้องทำการแปลงข้อความคิดเห็นให้
อยู่ในรูปแบบเวกเตอร์ โดยเวกเตอร์ที่สร้างขึ้นจะถูก

จัดอยู ่ในร ูปแบบเวกเตอร ์แนวนอน (Horizontal 
Vector) ซึ ่งแต่ละแถวจะแทน มีจำนวนมิติเท่ากับ
จำนวนคุณลักษณะ (Feature) ทั้งหมดที่สกัดได้ โดย
เวกเตอร์ท่ีได้จะถูกจัดอยู่ในรูปแบบเวกเตอร์แนวนอน 
(Horizontal Vector) ช ุดข ้อม ูลจะถ ูกจ ัดเก ็บ ใน
รูปแบบของแถว แต่ละแถวแทนด้วยเอกสาร และ
ประกอบด้วยค่าน้ำหนักของคำคุณลักษณะที ่ เป็น
ต ัวแทนของเอกสารท ั ้ งหมด  ถ ้ าไม ่ปรากฏคำ
คุณลักษณะในเอกสารค่าน ้ำหนักจะมีค่าเป็น  0 
เนื ่องจากข้อความคิดเห็นที่อยู ่บนเครือข่ายสังคม
ออนไลน์ส่วนมากเป็นประโยคสั ้นๆ และค่อนข้าง
กำกวม (Implicit Sentence) ไม่ได้ระบุถึงคุณลักษณะ
ของสิ่งที่กล่าวไว้ชัดเจน [6] และในการจำแนกความ
คิดเห็นบนเครือข่ายสังคมออนไลน์จะมีคำคุณลักษณะ 
(Feature) จำนวนมาก ส ่ งผลให ้ ใช ้ เวลาในการ
ประมวลผลค่อนข้างมาก การนำเสนอข้อมูลในรูปแบบ
แนวตั้ง (Vertical Data Format) เป็นอีกวิธีการหนึ่ง
ท่ีช่วยให้การวิเคราะห์ข้อมูลง่ายและรวดเร็วขึ้น  

จากงานว ิ จ ั ยท ี ่ ผ ่ านมาทำการลดจ ำนวน
คุณลักษณะโดยการจัดอันดับคุณลักษณะ (Feature 
Ranking) ด้วยวิธีการต่างๆ เช่น การใช้ค่าการเพิ่มของ
ข้อมูล (Information Gain) ค่าสถิติไคสแคว์ (Chi-
Squared) แ ล ะ ค ่ า ส า ร ส น เ ท ศ ร ่ ว ม  ( Mutual 
Information) เป็นต้น  [7-9]  ซึ่งวิธีการนี้จะทำให้ได้
คุณลักษณะท่ีมีความสำคัญสูง แต่อาจจะทำให้สูญเสีย
คุณลักษณะที ่ม ีผลต่อการตีความของตัวจำแนก 
เนื่องจากคุณลักษณะที่มีความสำคัญนั้นอาจจะไม่ได้
อยู่ในเอกสารท่ีใช้ในการทดสอบ งานวิจัยนี้ผู้วิจัยจึงได้
ม ี แนวค ิ ด ในการพ ัฒนาข ั ้ นตอนว ิ ธ ี ในการลด
คุณลักษณะ โดยไม่ก่อให้เกิดการสูญเสียคุณลักษณะท่ี
ส่งผลต่อการจำแนก เพื่อนำไปสู่การลดเวลาในการ
ประมวลผลและเพิ่มประสิทธิภาพความถูกต้องการ
จำแนกความคิดเห็นท่ีอยู่บนเครือข่ายสังคมออนไลน์ 
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2. แนวคิด ทฤษฎี และงานวิจัยที่เก่ียวข้อง  
การทำเหมืองความคิดเห็น (Opinion Mining) 

[10] เป็นการประเมินทัศนคติและอารมณ์ของผู้คนท่ีมี
ต่อสิ่งต่างๆ เช่น สินค้า บริการ องค์กร ประเด็นหรือ
เหตุการณ์ท่ีเกิดขึ้น เป็นต้น การทำเหมืองความคิดเห็น
สามารถทำได้โดยการเก็บรวบรวมข้อมูลความคิดเห็น
ของผ ู ้คนจากข ้อความคิดเห ็นท ี ่อย ู ่บนเว ็บไซต์  
โดยเฉพาะอย ่างย ิ ่ ง ในส ื ่ อส ั งคมออนไลน์  เ ช่น  
Facebook, LinkedIn, Twitter, Flickr แ ล ะ 
YouTube เป็นต้น ที่จัดว่าเป็นสื่อที่มีผู ้คนได้โพสต์
แสดงความคิดเห็นเป็นจำนวนมาก ประเด็นหลักใน
การทำเหมืองความคิดเห็น คือ จำแนกความคิดเห็น
เพื ่อให้ทราบถึงความพึงพอใจของกลุ่มบุคคลว่ามี
ความรู้สึกในเชิงบวกหรือเชิงลบ การทำเหมืองความ
คิดเห็นได้นำหลักการทำเหมืองข้อความและการ
ประมวลผลภาษาธรรมชาติมาประยุกต์ใช้ การจำแนก
ความคิดเห็น มี 3 วิธีการหลักท่ีได้รับความนิยม ได้แก่ 
วิธีการใช้คลังคำ (Lexical Based) วิธีการเรียนรู้ของ
เครื่อง (Machine Learning) และวิธีการผสมผสาน 
(Hybrid Approach) วิธีการใช้คลังคำ เป็นการจำแนก
ความคิดเห็นโดยใช้พจนานุกรมคำที่ระบุขั้วความรู้สึก
ของคำไว้แล้ว ในงานวิจัยด้านการทำเหมืองความ
คิดเห็น เรียกว่า คำแสดงความรู ้ส ึก (Sentiment 
Word) คำแสดงความคิดเห็น (Opinion Words) คำ
ระบุขั้วความเห็น (Polar Word) หรือคำที่เป็นความ
คิดเห็น (Opinion Bearing Words) [11] พจนานุกรม
ที่ใช้ในการทำเหมืองความคิดเห็นส่วนมากจะมีคำ
แสดงความร ู ้ส ึก 2 ด้าน คือ ความร ู ้ส ึกเชิงบวก 
(Positive) และ ความรู้สึกเชิงลบ (Negative) 

การเร ียนร ู ้ ของ เคร ื ่ อง  เป ็นว ิ ธ ีการพ ัฒนา
กระบวนการเรียนรู้เพื่อให้เครื่องคอมพิวเตอร์สามารถ
ทำงานได้อย่างมีประสิทธิภาพโดยอาศัยหลักการ
เรียนรู้ของมนุษย์ แบ่งเป็น 2 เทคนิคหลัก [12] คือ 
การเรียนรู้แบบมีผู้สอน (Supervised Learning) เป็น
เทคนิคการเรียนรู ้จากการนำข้อมูลที ่มีอยู ่ในอดีต     

มาสร ้างสมการหร ือร ูปแบบของช ุดข ้อม ูลสอน 
(Training Set) เพื่อการหาคำตอบให้กับข้อมูลชุดใหม่ 
(Test Set) ตัวอย่างวิธีการเรียนรู้แบบมีผู้สอนที่ไดร้ับ
ค ว าม น ิ ย ม  เ ช ่ น  Decision Tree, Naïve Bayes, 
Support Vector Machines เป็นต้น และเทคนิค คือ 
การเรียนรู้แบบไม่มีผู้สอน (Unsupervised Learning) 
เป็นเทคนิคที่เน้นการนำข้อมูลที ่มีอยู ่มาศึกษาเพื่อ
พิจารณาหาความสัมพันธ์ของข้อมูลเป็นหลัก เทคนิค
การเรียนรู้แบบไม่มีผู้สอน ประกอบด้วย การแบ่งกลุ่ม
ข้อมูล (Clustering) และ การหากฎความสัมพันธ์  
(Association Rule)  

 
3. วิธีการดำเนินการวิจัย 
 
3.1 การเก็บรวบรวมข้อมูล 
  ผู้วิจัยรวบรวมข้อมูลความคิดเห็นจาก Stanford 
Twitter Sentiment Data [13] ที ่รวบรวมระหว่าง
วันท่ี 6 เมษายน ถึงวันท่ี 25 มิถุนายน ปี ค.ศ. 2009 
ประกอบด้วย ข้อความคิดเห็นเชิงบวก (Positive) 
จำนวน 800,000 ข้อความ และข้อความคิดเห็นเชิง
ลบ (Negative) จำนวน 800,000 ข้อความ รูปแบบ
ของข ้อม ูลเป ็นไฟล ์ เอกสารประเภท  Comma 
Separated Value (CSV) ประกอบด้วย 6 ฟิลด์ ได้แก่ 
1) ขั้วความคิดเห็น มี 2 ด้าน คือ ความคิดเห็นเชงิลบ 
และ ความคิดเห็นท่ีเป็นเชิงบวก  2) ลำดับ  มีรูปแบบ
เป็นตัวเลขจำนวนเต็ม  3) วัน/เวลา 4) ประเด็นท่ี
โพสต์ 5) ช ื ่อผ ู ้ โพสต์ และ 6) ข ้อความคิดเห็น  
ตามลำดับ 
 
3.2 การเตรียมข้อมูล (Data Preprocessing) 
 ข้อมูลที่ใช้ในการวิจัยเป็นข้อความที่รวบรวมจาก
เว็บไซต์ทวิตเตอร์ มีคุณลักษณะเด่น คือ ความยาวของ
ตัวอักษร ไม่เกิน 140 อักขระ ประกอบด้วยแฮชแท็ก 
(Hash Tag: #) ที ่ใช ้อธ ิบายสถานะที ่ต ้องการเน้น
ประเด็นหรือความรู้สึกต่างๆ เป็นพิเศษ ใช้สัญลักษณ์
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ข้อความแสดงอารมณ์ (Emoticons) ประกอบด้วยท่ี
อยู ่ เว ็บไซต์ (URL) การแท็กชื ่อบุคคลขึ ้นต้นด้วย
เครื่องหมาย “@”ข้อความคิดเห็นท่ีโพสต์เป็นประโยค
สั้นๆ ไม่มีโครงสร้างที่แน่นอน มีคำศัพท์สแลง อักขร-
พิเศษ และคำสะกดผิดค่อนข้างมาก การนำข้อความ
เข้าสู ่กระบวนการจำแนกความคิดเห็น ต้องมีการ
เตร ียมข ้อม ูลประกอบด ้วย  4 ข ั ้นตอน ได ้แก่  
กระบวนการทำความสะอาดข้อความ (Cleaning) 
โดยการลบตัวอ ักษรซ ้ำและแก ้ไขคำที ่สะกดผิด 
กระบวนการลบคำหยุดหรือคำที่ไม่มีนัยสำคัญในการ
จำแนกความคิดเห็น (Remove Stop words) โดยใช้
คลังคำศัพท์ที่มีอยู่แล้ว จากนั้นทำการหารากคำศัพท์ 
(Stemming) โดยใช้คลังคำศัพท์ จากนั ้นนำเข้าสู่
กระบวนการตัดคำ (Tokenization) งานวิจัยนี้ทำการ
ตัดคำด้วยวิธีการ Unigrams ร่วมกับ Bigrams โดย
ข้อความท่ีมีคำปฏิเสธ เช่น no, not จะใช้หลักการตัด
คำด้วยวิธ ีการ Bigrams ส่วนข้อความอื ่นๆ จะใช้
หลักการตัดคำด้วย Unigrams จากนั้นทำการแทนค่า
ในเอกสาร (Document Representation) เพื่อให้ได้
ข ้อม ูลท ี ่อย ู ่ ในร ูปแบบเวกเตอร ์ เพ ื ่อนำไปเข ้าสู่
กระบวนการจำแนกความคิดเห็น งานวิจัยนี้ทำการ
แทนค่าน ้ำหนักในเอกสารด ้วยว ิธ ีการ  Boolean 
Weighting (Index Documents by using Boolean 
Weighting) โดยหากพบคุณลักษณะในเอกสาร จะให้
มีค่า เท่ากับ 1 หาก ไม่พบให้มีค่าเท่ากับ 0 ขนาด
เวกเตอร์จะมีขนาดเท่ากับจำนวนเอกสาร 
 
3.3 การกำจัดคุณลักษณะที่มีความซ้ำซ้อน 
 การจำแนกความคิดเห็นโดยทั่วไปจะใช้เวกเตอร์
ข้อมูลในรูปแบบเวกเตอร์แนวนอน (Horizontal 
Vector) ป ร ะ ก อ บ ไ ป ด ้ ว ย  เ ซ ต ข อ ง เ อ ก ส า ร 

1 2{ , ,.., }nD d d d=  เ ม ื ่ อ  n  = จ ำน ว น เ อ ก สาร
ทั้งหมด เซตของคุณลักษณะ  1 2{ , ,.., }mF f f f=  
เมื่อ m  = จำนวนคุณลักษณะทั้งหมด และเซตของ

คลาส  1 2{ , }C c c=  แต ่ ละ เอกสาร  d D  จะ
นำเสนอในรูปแบบ 1 2( , ,.. , }k if f f c  เมื ่อ f F

และ c C  ดังตารางท่ี 1 
ตารางที่ 1 รูปแบบเวกเตอร์แนวนอน (Horizontal 
Vector) 
Document 

id 
1f  2f  … mf  Class 

1d  11w  12w  … 1mw  1c  

2d  21w  22w  … 2mw  1c  

… … … … … … 

nd  1nw  2nw   nmw  2c  

 
ตารางที่ 2 ตัวอย่างข้อมูลท่ีอยู่ในรูปแบบเวกเตอร์
แนวนอน 

Doc. 
ID 

Feature (F)  
Class 

1f  2f  3f  4f  5f  6f  

1d  1 0 1 0 1 0 
1c  

2d  0 1 0 1 0 0 
1c  

3d  0 1 1 1 0 1 
1c  

4d  0 0 1 0 0 0 
2c  

5d  1 0 0 0 1 0 
2c  

 
จากตารางท่ี 2 เขียนแทนในรูปแบบเซตของเอกสาร 
ดังนี้  
  1 1 3 5 1{ , , , }d f f f c=    
  2 2 4 1{ , , }d f f c=   
  3 2 3 4 6 1{ , , , , }d f f f f c=  
  4 3 2{ , }d f c=    
  5 1 5 2{ , , }d f f c=  
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 งานวิจ ัยน ี ้ทำแปลงเวกเตอร์ที ่อย ู ่ ในรูปแบบ
แนวนอน เป็นข้อมูลแนวต้ัง (Vertical Data) เพื่อให้
ง่ายและรวดเร็วในการคำนวณตัดคุณลักษณะที่ไม่
จำเป็นออกไป กำหนดให้ ( )it f  คือ เซตของเอกสาร
ที่มีคุณลักษณะ if  เช่น  1 1 3( ) { , }t f d d=  แสดงว่า 
ปรากฏคุณลักษณะ 1f  ในเอกสาร 1d  และ 3d  และ 
( )it c  คือ เซตของเอกสารที ่อยู ่ในคลาส ic  ข้อมูล

แนวตั้งแต่ละแถวจะประกอบไปด้วย if  และ ( )it f  
ดังตารางท่ี 3 
ตารางที่ 3 รูปแบบข้อมูลแนวตั้ง (Vertical Data) 

Transaction Set of Documents 

1f  1 5{ , }d d  

2f  2 3{ , }d d  

3f  1 3 4{ , , }d d d  

4f  2 3{ , }d d  

5f  1 5{ , }d d  

6f  3{ }d  

 
 เมื ่อทำการแปลงข้อมูลให้อยู่ในรูปแบบแนวตั้ง
แล้ว ผู้วิจัยทำการตัดคุณลักษณะเพื่อลดค่าศูนย์โดย
ใช้แนวคิด ดังต่อไปนี้ 
 ถ้า ( )it f  = ( )jt f  โดยที่ ,i jf f F  แสดงว่า 

if และ 
jf  ปรากฎอยู่ในเอกสารชุดเดียวกัน ให้ตัด

ตัวใดตัวหนึ ่งออกได้ โดยการจะตัดตัวใดออกจะ
พิจารณาจากหน้าที่ของคำ (Part of Speech) จาก 
ตารางที่ 3 พบว่า 1f , 5f  เป็นคุณลักษณะที่ปรากฏ

ในเอกสารเดียวกัน คือ 1d  และ 5d  และ 2f , 4f  

ปรากฏในเอกสารเดียวกัน คือ 2d  และ 3d  จากนั้น

ผู้วิจัยจะทำการตรวจสอบหน้าที่ของคำคุณลักษณะ
เหล่านั้น โดยใช้ POS Tagger เพื่อเลือกคุณลักษณะ
ท่ีทำหน้าท่ีเป็นคำกริยาไว้ แล้วตัดคุณลักษณะท่ีเหลือ

ออก ซึ่งจากตัวอย่างพบว่า คุณลักษณะที่ทำหน้าที่
เป็นคำกริยา คือ 1f  และ 2f  ดังนั้น 5f  และ 4f  

จะถูกตัดออก เพราะถือว่าเป็นคุณลักษณะที่ซ้ำกับ 

1f  และ 2f  และเมื่อลบออกแล้วจะเห็นว่าจำนวน

ค ุณล ั กษณะลดลง  แต ่ เ อกสารย ั ง ค งปร ากฏ
คุณลักษณะอยู่ จึงไม่ทำให้สูญเสียข้อมูลที่ส่งผลต่อ
ตัวจำแนก เมื่อผ่านกระบวนการลดคุณลักษณะที่ซ้ำ
แล้ว จะคงเหลือทรานเซคช่ันของคุณลักษณะ ดังนี้ 
 

  1 1 5( ) { , }t f d d=     
  2 2 3( ) { , }t f d d=  
  3 1 3 4( ) { , , }t f d d d=  
  6 3( ) { }t f d=  

  
 ข ้อท ี ่  2 .  ถ ้ า  ( ) ( )i jt f t f  = ( )kt f  โดยที ่  

, ,i j kf f f F  แสดงว่า ทุกเอกสารท่ีปรากฎ kf จะ

ปรากฏ if  และ
jf  ด้วยเสมอ ดังนั ้น ( )it f  และ 

( )jt f  จึงเป็นตัวแทน ( )kt f  สามารถตัด kf  ออก

ได ้  เ ช ่ น  ทร าน เซคช ั ่ นท ี ่ เ หล ื อหล ั ง จ ากผ ่ าน
กระบวนการในข้อที่ 1 พบว่า เมื ่อ 2 3( ) ( )t f t f  

จะได้ เท่ากับ 6( )t f  แสดงว ่า 2f  และ 3f   เป็น

ต ั วแทนของ 6f  ได ้  ผ ู ้ ว ิ จ ั ยจ ึ ง ต ั ด 6f  ออก  จะ

คงเหลือทรานเซคช่ันของคุณลักษณะ ดังนี้ 
 

  1 1 5( ) { , }t f d d=   
  2 2 3( ) { , }t f d d=    

        3 1 3 4( ) { , , }t f d d d=  
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 เมื่อผ่านการบวนการตัดคุณลักษณะท่ีซ้ำออกแล้ว 
จะต้องทำการแปลงข้อมูลในแนวตั ้งกลับมาเป็น
เวกเตอร ์แนวนอนก่อนนำไปเข้าสู ่กระบวนการ
จำแนก ซึ่งจะเห็นว่าเมื่อแปลงข้อมูลกลับมาอยู่ใน
รูปแบบเวกเตอร์แนวนอน มีจำนวนคุณลักษณะ
ลดลง และจำนวนค่าศูนย์ลดลง แต่ทุกเอกสารยังคง
ปรากฏคุณลักษณะ ดังตารางท่ี 4 

ตารางท่ี 4 ตัวอย่างข้อมูลหลังผ่านกระบวนการลด
คุณลักษณะ 

Document 
(D) 

Feature (F) 
Class 

1f  2f  3f  

1d  1 0 1 1c  

2d  0 1 0 1c  

3d  0 1 1 1c  

4d  0 0 1 2c  

5d  1 0 0 2c  

 
4. ผลการทดลองและอภิปรายผล 

การวัดประสิทธิภาพการจำแนกความคิดเห็น 
ผู้วิจัยทำการสุ่มข้อมูลความคิด จำนวน 8,000 ความ
คิดเห็น ซึ ่งประกอบด้วยความคิดเห็นเชิงบวกและ
ความคิดเห็นเชิงลบจำนวนเท่ากัน เปรียบเทียบการ
เลือกคุณลักษณะด้วยวิธีการตัดคุณลักษณะที่ซ้ำซอ้น
ดังที่ได้นำเสนอ กับการไม่เลือกคุณลักษณะ และการ
เลือกคุณลักษณะด้วยวิธีการวิธีการใช้ค่าสถิติไคสแคว์  
แบ่งข้อมูลชุดสอน ข้อมูลชุดทดสอบ ด้วยวิธีการ 10-
Fold Cross Validation ใช้ต ัวจำแนกและทดสอบ
โดยวิธ ีการนาอีฟเบย์ เพื ่อทดสอบผลการคัดเลือก
คุณลักษณะ ผลการประเมินประสิทธิภาพการจำแนก
ความคิดเห็น พบว่า การจำแนกความคิดเห็นโดยการ
ตัดคุณลักษณะที่ซ้ำซ้อน มีประสิทธิภาพความถูกต้อง

สูงกว่าการไม่เลือกคุณลักษณะและวิธีการใช้ค่าสถิติ
ไคสแคว์ (Chi-square) ดังตารางท่ี 5 
ตารางที่ 5 ผลการทดลอง 

วิธีการ ค่าความถูกต้อง 
ไม่เลือกคุณลักษณะ 70.68 
เล ื อกค ุณล ั กษณะโดย ใ ช้
ค่าสถิติไคสแคว์ (Chi-square) 

71.76 

เล ือกค ุณลักษณะโดยวิธ ี ท่ี
นำเสนอ 

72.75 

 
5. อภิปรายผลการประเมินประสิทธิภาพ 
 งานวิจ ัยน ี ้ผ ู ้ว ิจ ัยจึงได้ม ีแนวคิดในการพัฒนา
ขั้นตอนวิธีในการลดคุณลักษณะ โดยไม่ก่อให้เกิดการ
สูญเสียคุณลักษณะที่ส่งผลต่อการจำแนก เพื่อนำไปสู่
การลดเวลาในการประมวลผลและเพิ่มประสิทธิภาพ
ความถ ูกต ้องการจำแนกความคิดเห ็นท ี ่อย ู ่บน
เคร ือข ่ ายส ั งคมออนไลน์  จากผลการประเมิน
ประสิทธิภาพการลดคุณลักษณะโดยการใช้รูปแบบ
ข้อมูลแนวตั้ง พบว่า มีประสิทธิภาพดีกว่าการไม่เลือก
คุณลักษณะ และวิธ ีการคัดเลือกคุณลักษณะด้วย
วิธีการเลือกคุณลักษณะด้วยวิธีการใช้ค่าสถิติไคสแคว์ 
(Chi-square) แสดงให้เห็นว่าการเลือกตัดคุณลักษณะ
ที่ซ้ำซ้อน มีผลต่อประสิทธิภาพการจำแนก และการ
ตัดคุณสมบัติท่ีซ้ำซ้อนอย่างมีประสิทธิภาพ จะช่วยให้
การจำแนกมีประสิทธิภาพเพิ่มขึ้น  
 จากผลการวิจัยนี้สามารถนำวิธีการลดคุณลักษณะ
โดยการใช้รูปแบบข้อมูลแนวตั้งไปประยุกต์ใช้กับการ
ตรวจสอบหรือการจำแนกประเภทข้อความอื่นได้ เช่น 
การตรวจสอบคัดกรองเอกสาร การจัดกลุ่มข้อความ
คิดเห็นบนเครือข่ายสังคมออนไลน์อื ่นๆ การจำแนก
ความคิดเห็นของการให้บริการต่างๆ เป็นต้น 
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