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Abstract

This research has developed an algorithm for reducing features without affecting classification,
leading to a decrease processing time and enhancing classification accuracy. The reduction of features
using the vertical data model method was contrasted with the reduction of features using the chi-square
method. The Naive Bayes method was used to classify opinions. The data used in the research was
collected from Stanford Twitter Sentiment Data. The most effective feature reduction method employs

a vertical data model provides an average efficiency of 72.75%.
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Tn0g lugULUULINIADS LUIUBY (Horizontal
Vector) 4 audazuna9zuny f9maudfindy
Srununudnuey (Feature) anuaiiadalé Ty
nnweslszgnineglusuuuunninesuuiuey
(Horizontal Vector) ¥ at ey avzgniaiiuluy
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nnau (Implicit Sentence) lilassuianauanuay
yesdsiinanlidaau [6] warlunisdiuunainy
Aniuuuasetiediaueeulalaziifgudnuuey
(Feature) 31uruun danaluldiaanlunis
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LUK (Vertical Data Format) iugn3snnsudls
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211917 T87 W 1UNIINITANTIUIY
AuANYElneNITInduRUAMEN YL (Feature
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Squared) WagA1@1TAULNAT 74 (Mutual
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2. WUIAA Ve kazauIdeNNEITY

nsyimdlesAuAALAY (Opinion Mining)
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[10] Wunsussliuiimuafuas01sunived Auidl
ADAIANGY LU FUAT USAIT BIANT UTTLAUNSE
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93 AUIINTBAIUAALAUT 08 vuLIUled
Tagtanigee 198 slud edvaneoulal 19
Facebook, LinkedIn, Twitter, Flickr & @ &
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NM5YMBIANUAAWIL AB FIUUNANARALITY
Welinsnudsanuianelavesnguuanaind
ANU3antultuInusail@eay n1svimilednny
Aniulaiinannisviimdestanaunaynng
UszananamusTsuyiuUszendly n1sdnuun
ANuAAWIL & 3 Fnsuaniilasuauden Taun
aq Y v o . ad = 14
F8n1sldadadn (Lexical Based) 35n15138 13004
LA 84 (Machine Learning) Lag s n1SHaNNa1Y
(Hybrid Approach) 38nsldaaed 1unisduun
AuAaiulagldnauIynsuANsEUTIANAN
o4l 1a7 Tusuddeaunisvinmi esainu
AALiu 1831 AILEAIAINTAN (Sentiment
Word) AuanInuAnLiiu (Opinion Words) A1
55UTIALIAY (Polar Word) w3ediliduaiy
Anwiu (Opinion Bearing Words) [11] wawunsy
Al o = a < 1 a o
Al lun1svudosAuAAAUAIUNINAZT AN
LAAIATINT AN 2 AU AD AU ANLTIUIN
(Positive) uaz AMUIANLTIAU (Negative)
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WA 9EUNITNT BT ULUURIY AT Y AdD Y
(Training Set) iilonswidnoulsitudoyayalul
(Test Set) fpgeisnsi3euiuuuifasuilasy
ATIUE 8U LY U Decision Tree, Naive Bayes,
Support Vector Machines Judu uazimaia fie
nsiseuswuuliigaeu (Unsupervised Learning)
dumadefifunisideyaiidegundnvile
fsauvenduiusvesteyailunan wadea
nsiseuswuuliigaey Usenausig n1suuengy
Foya (Clustering) WAz N1SNINYAUTUWUS

(Association Rule)
3. AFN15AEUNNTIY

3.1 m3iususdoys

A3du5uTIndoyaninuAndiugin Stanford
Twitter Sentiment Data [13] fi52U5945¥91I1g
Fuil 6 wwiou feiud 25 Squiou O a.a. 2009
Us¥naunie JoauAnWiuLdsuln (Positive)
31171 800,000 T8AINN WATTBANUAALTULT
au (Negative) 31143U 800,000 YaA113 JUKUY
vo3tayatdulvdianarsuszinn Comma
Separated Value (CSV) Usznaume 6 flas laun
1) Famudadiu §l 2 §u fie puAnudsay
uay avwAndiuliduBuin 2) iy Tgduuy
dusaudwaudy 3) Yuinan 4) Ysedud
Inad 5) §oifInad uaz 6) TonruAaLfiu
ANAIAY

3.2 mim%au%’aga (Data Preprocessing)
Toyanltlunsisedutemmiisiusiuain
Auledavinmes dnadnvaziau Ao Aueves
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(Hash Tag: #) 7 1985 uneanius il #oanisuduy
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FuunANAALAY (Remove Stop words) Tagld
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AsTUIUMIFARY (Tokenization) 11AdEvNNS
FnAIA2835n15 Unigrams 324AU Bigrams 1ag
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lutenans (Document Representation) ioleile
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3.3 manndnandneiitanutdou
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Foyalugluuuiiniaasiuuiuey (Horizontal
Vector) Usenoulum 18 L9nu09L0nd3
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nata C={c,C,} unazianars deD ay
vnausluguuuy (f, f,,.f.c} 1o feF
ez ceC fmngedt 1

A5197 1 sULUURAWEIIIUDY (Horizontal

Vector)
Document | f, | f, | .. | f | Class
id
dl Wll W12 m Cl
d 2 W21 W22 e W2m Cl
d, W, | W, W, C,

M19199 2 fegtayaieglusuwuunnines
LUIUDY

Doc. Feature (F)

ID f,| f,| f,] f,| f5| f; | Class

L ltfjoftlof1]|o C,

, |o|t1]o|1]o] o0 C,

, |o]joj1]o]o]| o0 c,

d
d
d, [of1 |1 |1]0| 1 | ¢
d
d

s | 1]ojojo|1] o0 c,

a a
INNAITIN 2 LGUEJULLWHFLUEULLUUL%WGUQQL@ﬂﬁqﬁ

[

G]Qﬁ

d,={f, f, f.,c}
d,={f,, f,.c}
d,={f,, f,, f,, f..c.}
d,={f,.c,}

d,={f,, f..c,}
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i e vhuanmes ey lusduuy
wwuey Wudeyauuids (Vertical Data) il
inuazsnrlunisduudngudnyuzill
dudueenly Amualv t(f) Ao lwmvewenans
wiu t(f)={d,,d,} uansin

Usngaaanuase f, Twenans d, wae d, uay

nilnuanyue T
t(c,) Ao wavasenarsiegluaata ¢ Joya
wuanRazualvzUsznaulune f uag t(f)

AIRNSI9N 3
A1519% 3 JUkUUTRYALWIAY (Vertical Data)

Transaction Set of Documents
f, {d,,d.}
f, {d,,d,}
f, {d,,d,,d,}
f, {d,,d,}
f {d,,d.}
fg {d:}

dovinisutastoyalweyluguuuunuads
L& §3Tvinnsdnnudnvusiiioandgudlag
THuwfn fadtelui

a1 t(f) = t(f)) Tned f,f e F Wanen

fi waz f, Usngeglutenarsyaneaiu 1
#aladani seanld Tnsnisazdadalasonae
f915aa1nutfivesd (Part of Speech) 31n
A1597 3 nudn £, f L‘ﬁmmé’ﬂwmzﬁﬂimg
lutonansifeanu Ae d, wag d; wag f,, f,
Usngluenansiieddu e d, wag d, 9t
FAdsarynmsnsaaouniniivesinudnume
wiantiu Tneld POS Tagger LﬁaLﬁaﬂ@mﬁwmz
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t(f) ={d,, dg}
t(f,) ={d,.d;}
t(f,) ={d,.d,,d,}
t(fe) = {da}

Toit 2. 61 t(f,)~t(f) = t(f,) lned
£, f,, f cF uanad yaienansiivsing f, oz
ysing fi waz Fauiaue ety t(f,) wae
t(f;) Fadudunu t(f,) awnsada f, oen
To o u ns1ue AT Ui Wd eudeanK 1y
nszuaunisluded 1 wuin dle t(f,)Nt(f,)
azlawindv t(fy) wansdn f, way f, 1Ju
Aaunuved fola o 3dudedn f; son ay

ALVRBNTIUYATUYDIAUANYME Aail

t(f1) :{dl’dS}
t(fz) :{dz’d?s}
t(fs) :{d11d3'd4}
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v a

gendnishiidenananuneiazisnslia1ais
Al (Chi-square) #991319% 5
M13199 5 NaN1INARBY

w/T AMNNYNABY
LaiFenaudnuoe 70.68
enAuanwuylagly 71.76
AEDALAaLAT (Chi-square)
deonaudnvuzlaneisi 72.75
Uneue
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