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ANEARY: DANDSTINLLAIN, NTORNWUUNMNIZELY, N1590NLUUAUANABUNTALETUMAN

Abstract

This research presents the performance of the fruit fly optimization algorithm for
designing reinforced concrete deep beams. The objective of this research is to design the most
economical deep beams. The fruit fly optimization algorithm was generated using Microsoft
Visual Studio and tested using three deep-beam samples. The number of fruit flies was set
between 100 and 500 and the number of iterations ranged from 50 to 500. The experimental
results showed that the number of fruit flies and the number of iterations directly affected the
ability of the algorithm to find optimal solutions. Moreover, selecting at least 400 fruit flies and
at least 350 iterations resulted in a better average cost and standard deviation than the other
parameters. In addition, the optimal design results were, on average, 8 % more economical

than the other design methods used for comparison.

Keywords: Fruit fly optimization algorithm, optimum design, reinforced concrete deep beam.
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Abstract

The removal of contaminants in petroleum ether 40-60 with an adsorption method

using 9 types of activated carbon (AC) was investigated. The optimum condition was achieved

by varying the types of AC, ratios between solvent volume to AC amount, and adsorption time.

The GC-FID results reveal that the main impurity in petroleum ether 40-60 is styrene. By using
activated carbon type BITU8x30 with a ratio of 900L:135Ke and adsorption time of 24 hours,
styrene was removed up to 98.43%. The purification of petroleum ether 40-60 was also

confirmed by UV-visible spectrometry. This adsorption method provides efficiency, cost

effectiveness and low energy consumption. Moreover, this proposed method can reduce time

and steps of petroleum ether 40-60 purification in industrial scale as well.

Keywords: Adsorption; Activated carbon; Purification; Organic solvent

1. Introduction

The purification of organic chemicals
depends on the nature of the compounds
and the impurities in them. Generally, various
methods can be used for purification of
organic compounds, such as filtration [1],
distillation [2], chromatography [3]. The
organic solvent named petroleum ether 40-
60 s

companies and in the manufacturing process.

mostly used by pharmaceutical
It is a lightweight hydrocarbon used chiefly as
a nonpolar solvent. The requirement for

petroleum ether in laboratory uses as

solvent and extraction solvent is analytical
grade (AR). Thus, purification of petroleum
ether is required.

Recently, adsorption is one of the
effective  methods for removal pollutant
[4-7]. The method provides simplicity, cost-
effectiveness, and high efficiency. Activated
carbon (AC) is porous, inexpensive and
readily available for use as adsorbents. It is
widely used as an adsorbent in wastewater
treatment because of its high adsorption
capacities, extremely high surface areas,

micropore volumes, and fast adsorption. The
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adsorption of organic solvents, such as
styrene [8] toluene [9] benzene [10] by
activated carbon was reported. Therefore,
the adsorption process for removal of

contaminates in  petroleum  ether s
considered promising as described above.
Therefore, the different types of commercial
AC, the ratio of solvent volume to adsorbent,
and adsorption time were investigated to
obtain  the

purification of petroleum ether in industrial

optimized  condition  for

scale.

2. Experiments

2.1 Chemicals and instruments

Nine types of commercial AC (COCONUT,
HRLC-105, BITU, BITU8x30, BITU12x40,
GB1000, HR1240, YL-303, HRCS1240) were
purchased. Raw material of petroleum ether
40-60 was obtained from RCl Labscan. The
amount  of

contaminated  styrene was

detected by UV-Visible Spectrophotometer

with  single beam (Agilent Technology,
Uv8453) and Gas Chromatograph-Flame
lonization ~ Detector  (GC-FID)  (Agilent

Technology, 7890A).

2.2 Adsorption processes

The removal of styrene in raw material of
petroleum ether 40-60 (RM) was carried out
by batch reactor. The 9 types of commercial
AC (COCONUT, HRLC-105, BITU, BITU8X30,
BITU12x40,  GB1000, HR1240,  YL-303,
HRCS1240) were employed as adsorbent.
The volume of RM was fixed at 50 mL. The
adsorbent was varied (2.5, 5.0 and 7.5 9),
corresponding to the ratio of 900L:45kg,
900L:90kg and 900L:135kg, respectively. The

adsorption time was also investigated (4, 8
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and 24 hours). The removal of styrene
contaminated in RM was detected by GC-FID
and UV-Visible spectrophotometry.

3. Results and discussion
Fig. 1 presents raw material of petroleum
ether 40-60 chromatogram. The experimental
confirm that RM is

contaminated with styrene as seen at the

results mainly
retention time of about 8.6 min. The
presence of styrene in the solvent (RM)
results in a clearly intense odor. Therefore,

removal of it to purify the RM is required.

Styrene

Time (min)

Fig. 1 Chromatogram of raw material of
petroleum ether 40-60 contaminated with

styrene.

Styrene's removal from petroleum ether
40-60 was examined using various AC types,
solvent to adsorbent ratio and adsorption
times. As shown in Fig. 2, the results show
that the amount of styrene decreases with
adsorption time. The lowest amount was
found at 24 h. The results also present that
the removal of styrene increases with
increasing the ratio between solvent volume
to AC amount. Its results from the increases
of total surface area to adsorb styrene on its
surface. According to the findings, bituminous
AC type can lower styrene levels more

effectively than other types.
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Fig. 3 Chromatogram of petroleum ether 40-60 under the condition without adsorption (a) and
with adsorption by BITU8X30 (b).

Table 1. Removal efficiency of styrene under adsorption by different types of AC

%Removal of each AC type

Adsorption
HR LC- BITU BITU GB HR YL HRCS-
time Coconut BITU
105 8x30 12x40 1000 1240 303 1240
4 90.82 91.15 86.82 86.76 8833 80.08 9180 62.17 77.59
8 88.96 9453 93.06 9499 9383 9463 9131 T77.27 85.66
24 94.30 98.27 98.04 9843 9759 9471 9507 87.05 98.09
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Fig. 4 UV-Visible spectra of Petroleum Ether 40-60 in case of (a) raw material, (b) under the

adsorption by AC (BITU8X30) and (c) distillation.

The removal efficiency was evaluated by
using equation as follows:
%Removal = Ay = A x 100
Ao
Where A, and A are the %peak area of
styrene before and after adsorption.

The removal efficiency was summarized
in Table 1. All types of AC can remove more
than 85% styrene within 24 hrs. Moreover,
the ratio of 900 L to 135 kg of BITU8X30
the  highest efficiency
(98.43%). Therefore, this is the best condition

for removal of styrene from raw material of

shows removal

petroleum ether 40-60.
BITU8X30 activated carbon is produced
from bituminous coal containing 80 — 90 %

of carbon content [11]. Also, it has high

density and low moisture content, so it's
effective in high absorption of aromatic
compounds. The interaction between AC

would be the Van der Waals

forces of nonpolar molecules, specifically

with styrene

London dispersion forces [8-10]. Also, the
porous structure provides numerous sites
where styrene molecules can physically
adsorb onto the carbon surface.

The

confirmed by the GC results as shown in

styrene  removal was  again

Fig.3. The results show that styrene is totally

removed, indicated by reduction of the

styrene peak. This insists that the designed
adsorption process for styrene removal can
be successfully done. UV-VIS technique is
also employed to analysis
petroleum ethers 40-60 solvent (RM). As
shown in Fig.4, the transmittance at the

purity of ¥

wavelength between 210-250 nm increases,
confirming that the RM is purified by the
the

experimental results showed that the purity

adsorption by  AC Moreover,
of the solvent treated with activated carbon
adsorption was comparable to that obtained
through distillation.

4. Conclusion

The removal of styrene from petroleum
ether 40-60 raw material by the adsorption
with AC is successful. The purity of the
solvent through AC adsorption provides
that of the

However, adsorption

efficiency
distillation
presents simplicity, low energy consumption,
this

research shows the first time of using new

comparable to
process.
and cost effectiveness. Moreover,
method for solvent purification based on

adsorption instead of distillation

(conventional method) in industry.
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Abstract

This study examines the impact of permanent magnet placement on magnetic field
distribution and torque characteristics in flux axial motors using a self-developed three-
dimensional finite element method (3D-FEM) simulation tool. Two configurations were
analyzed: interior permanent magnet synchronous motors (IPMSMs) and surface permanent
magnet synchronous motors (SPMSMs). Results indicate that IPMSMs achieve a more uniform
magnetic vector potential distribution and significantly higher average torque compared to
SPMSMs. These insights support optimal design strategies for flux axial motors in electric vehicle

applications, targeting enhanced performance and motor downsizing.

Keywords: Axial Flux Motor, Permanent Magnet, 3D Finite Element Method, Electric Vehicle
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Abstract

This research investigation explores the comparative performance of probability
weighting classification techniques in the assessment of water quality. The dataset, sourced
from Kaggle, comprises 7,999 records detailing water quality, characterized by 21 dimensions of
chemical component quantities and another binary-class quality indicator. Through the
integration of ensemble methods and the utilization of pairwise comparison techniques, the
study demonstrates enhancements in precision, recall, and F-measure, achieving a minimum
increase of 6.68%, albeit with a maximum trade-off of 5.16% in accuracy, when compared to
single classifiers. These findings not only contribute to advancing single classification techniques
but also lay the groundwork for the development of more resilient and dependable models.
The implications of this research extend to practical applications in environmental monitoring
practices, influencing policy decisions, and guiding interventions aimed at safeguarding water
quality. By establishing a foundation for robust modeling, the study underscores its significance

in shaping proactive measures for sustaining and preserving the quality of water resources.

Keywords: Water Quality, Classification, Probabilistic Weighting Ensemble, Machine Learning,

Model Performance
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1. Introduction

Water quality assessment is fundamental
to ensuring environmental sustainability and
public health [1]. As the demand for
automated and scalable water monitoring
systems grows, the integration of machine
learning (ML) models becomes increasingly
essential [2]. These models enable the

analysis  of complex, high-dimensional
datasets and uncover patterns that may
elude traditional analytical approaches [3].
However, challenges such as class imbalance
and the demand for high precision in
sensitive environmental contexts continue to
hinder the

classification methods [4-5].

effectiveness  of  traditional

This study addresses these challenges by
investigating the efficacy of probabilistic
weighting ensemble classification techniques.
Unlike single-model classifiers, ensemble
methods  integrate  multiple  learning
algorithms to enhance robustness, miticate
overall
paper
evaluates the use of probabilistic weighting

biases, and improve predictive

accuracy [6-7].  This specifically
strategies in ensemble learning for water
quality classification, with an emphasis on
model performance, precision, and practical
utility [8-9].

To this end, a comprehensive dataset is
employed, accompanied by advanced data
preprocessing and robust evaluation metrics
to assess model performance.  This
framework provides a solid foundation for
examining the methodology, experimental
results, and broader implications of adopting
ensemble-based techniques in

environmental monitoring systems [6, 10].

The rising severity of g¢lobal water
pollution stemming from sources such as
agricultural runoff, industrial discharge, and
urban waste underscores the urgency of
accurate and adaptive classification systems
1, 111

challenges is essential for the development

Tackling  these  multifaceted

of intelligcent, responsive water quality
monitoring infrastructures [5].
highlishted the

advantages of ML in this domain. For

Prior research has

instance, [6] demonstrated the power of
ensemble models like Random Forests in
capturing non-linear relationships in water
quality data. In a comprehensive review, [10]
discussed the application of supervised
learning techniques across environmental
datasets. Domingos [12] explored Bayesian
classifiers, showcasing their ability to handle
imbalanced datasets effectively—a common
issue in  water quality monitoring. The
foundational work of Vapnik [13] on
statistical learning theory continues to inform
many modern classification frameworks.
Feature engineering remains a critical
aspect of improving model performance. As
shown in [14], tailored preprocessing steps
enhance the

significantly accuracy of

predictive  models in  water  quality

applications. Likewise, [15] emphasized the

value of integrating domain knowledge with

ML algorithms to boost model
interpretability without sacrificing
performance.

Handling missing data is another

persistent challenge. Research by [16]
evaluated various imputation methods such

as mean substitution, k-nearest neighbors (k-

‘ 30 :fElq 01Sa81SIAINSSUMANSIA:MSIVEIBOUINNGSU
e ACUSOAONSSUAANS UNS.8enu Sneniumuouliniu



NN), and iterative imputation, and iterative
imputations have been evaluated for their
impact on model outcomes.

Beyond feature engineering, recent
advancements in deep learning have also
shown promise in automating the feature
extraction process. Convolutional Neural
Networks (CNNs), for instance, have been
adapted for water quality time-series data,
offering insights into temporal patterns and

trends.

2. Methodology

2.1 Dataset Description

The dataset used in this study was
sourced from Kaggle and includes 7,999
records, each characterized by 21 chemical
parameters and a binary quality indicator.
Preprocessing steps included normalization
to standardize data ranges, handling missing
values using mean imputation, and applying
recursive feature elimination to select the
most relevant features [17]. Data visualization
techniques, such as heatmaps and box plots,
were employed to analyze the relationships
among variables and to examine data
distribution, as shown in Fig. 1 and Fig. 2. The
analysis revealed that some variables contain
values that fall outside the normal range
(outliers), which may affect the accuracy of
the model in subsequent stages.

Additional  data
performed by detecting and

preprocessing  was
removing
outliers using the Interquartile Range (IQR)
illustrated

step that enhances data

method, as in Fie. 3, is a
preprocessing
quality prior to advanced analysis or model
development [18].  Furthermore, Principal

Component Analysis (PCA) was applied to
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reduce data dimensionality and enhance

computational  efficiency  during  model
training [19].

Data augmentation techniques, such as
synthetic oversampling, were employed to
address class imbalance, ensuring that the
received

minority class adequate

representation during training.

Upper Triangle Correlation Matrix of 21 Water Quality Variables
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Fig. 1 Heatmap for Correlation Matrix of data
water quality

Boxplots of 20 Chemical Parameters with Outliers
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Fig. 2 Boxplots show the distribution of 20

chemical parameters including outliers.



Boxplots of Normalized Chemical Variables (Outiiers Removed)

Chemical Parameters

Fig. 3 Distribution of 20 normalized chemical
parameters after removing outliers using the
IOR method. Standardized values are shown
as Z-scores

Table 1 presents the descriptive statistics
of selected variables used in the water
quality analysis. The table includes the
mean, standard deviation, minimum, and
maximum values for each variable. This
information provides an overview of the data
distribution and serves as a foundation for
more advanced analyses in subsequent
stages. We selected variables based on their
Pearson  correlation  with  the target
variable is_safe. Specifically, we computed
the correlation matrix across all 21 variables
in Fig. 1, then chose the top five variables
most strongly related to is_safe to populate

Table 1.

Table 1 Statistics of some dataset

Mean | Std. Min Max
Parameter
Dev.

1. aluminium 0.67 1.27 0.00 5.05
2. cadmium 0.04 0.04 0.00 0.13
3. chloramine | 2.18 2.57 0.00 8.68
4. chromium 0.25 0.27 0.00 0.90
5. arsenic 0.16 0.25 0.00 1.05

2.2 Classification Techniques
We employed multiple classification
techniques, including Decision Trees, which
split data based on important features using
a tree structure, making the results easy to
interpret  [20]. Support Vector Machines
(SVMs) were used to find the optimal
decision boundary that maximizes the margin
between classes, especially effective for
high-dimensional and complex data [21].
Additionally, we implemented Probabilistic
Weighting which
multiple models through weighted majority

Ensembles, combine

voting where weights are dynamically
adjusted based on each model’s confidence
scores, enhancing classification performance
and result stability [22-23]. Hyperparameter
tuning was performed using a grid search
methodology to optimize model
performance. Cross-validation was applied to
ensure robustness, using a 5-fold validation
approach. All computations were performed
in R using the caret package.

The models were evaluated under
various scenarios, including imbalanced class
distributions and noise injections, to simulate
real-world challenges. Comparative analyses
were conducted to benchmark the
probabilistic ensemble against traditional
classifiers.

2.3 Performance Metrics

Performance  was  evaluated  using
precision, recall, F-measure, and accuracy.
These metrics provide a comprehensive view
of model effectiveness, balancing the trade-
offs between true positive rates and
reliability.  The Matthews

(MCC) was also

prediction

correlation  coefficient
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included to assess the balance between all

four confusion matrix categories.

3. Results and Conclusion

3.1 Comparative Performance

Table 2 and Fig. 4 present a comparison
of  performance  metrics for  three
models:  SVM,  Probabilistic
Ensemble, and Decision Tree, using four key

classification

measures:

Table 2 Performance Metrics Comparison

Model SVM | Probabilistic | Decision
Type Ensemble Tree
1. Precision
78.32 84.50 80.45
(%)
2. Recall
75.10 82.45 78.33
(%)
3. F-Measure
(%) 76.68 83.47 79.38
4. Accuracy
(%) 85.42 80.26 82.90
100 Comparison of Model Performance Metrics
Fig. 4  Performance  Evaluation  of

Classification  Models:  SVM,  Probabilistic

Ensemble, and Decision Tree

Precision: the proportion of positive
predictions that are correct. The Probabilistic
highest
precision at 84.50%, outperforming both SVM

Ensemble model achieves the

and Decision Tree.
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Recall: the proportion of actual positive
cases correctly identified by the model. The
Probabilistic Ensemble again leads with the
highest recall of 82.45%, indicating better
detection of positive instances.

F-Measure: the harmonic mean of
precision and recall, reflecting the balance
between them. The Probabilistic Ensemble
attains the highest F-Measure at 83.47%,
demonstrating the best overall performance.

Accuracy: the proportion of total correct
predictions. Although the SVM model shows
the highest 85.42%, the
Probabilistic outperforms in

precision, recall, and F-Measure, suggesting a

accuracy at

Ensemble

more balanced and effective classification
performance.

The probabilistic weighting ensemble
models demonstrated significant
improvements in precision (+6.68%) and
recall, translating to higher F-measure scores.
However, a maximum trade-off of 5.16% in
accuracy was observed, highlichting the need
for context-specific model selection.

The  Probabilistic

notably

Ensemble  model
improves Precision and Recall,
despite a slight decrease in Accuracy (~5%).
lts superior F1  score indicates a well-
balanced reduction in both false positives
Thus,

reducing false positives and false negatives is

and false negatives. significantly
deemed worthwhile, even at the cost of a

minor decline in overall accuracy [24-25].

The choice of a Probabilistic Ensemble

model goes beyond simply leveraging

algorithmic  platforms it directly tackles

practical concerns by significantly reducing



critical errors in water quality assessment

systems.

3.2 Conclusion

This study confirms that probabilistic
weighting ensemble techniques outperform
single models in water quality assessment,
particularly in terms of Precision and Recall.
These metrics offer a clearer view of model
performance in reducing classification errors,
especially in imbalanced datasets. While
Accuracy remains a standard evaluation
metric, it is increasingly recognized that
relying solely on it can be misleading in such
contexts. Therefore, current best practices
recommend prioritizing Precision and Recall,
reflect the

effectiveness in identifying true positive cases

as they better model's
and minimizing false classifications [26], [27].
These findings hold significant potential for
enhancing environmental monitoring
systems and informing public health and
environmental policy. Future work will aim
to multiclass

to expand the approach

classification problems and tackle
related computational challenges, leveraging
machine learning advances and domain
expertise to support the sustainable
management of water resources.

Future work will focus on addressing
computational challenges and extending the
methodology to multiclass classification
scenarios. By leveraging advancements in ML
and domain knowledge, we aim to
contribute further to the sustainability and

preservation of water resources.
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Abstract

This study aimed to investigate and analyze the factors affecting the tensile stress of
Cobalt M42 band saw blades after being welded using a UG-1000LW laser welding machine,
employing flux-cored filler wire. The tensile testing was performed using a WAW-1000 Electro-
Hydraulic Servo Tensile Testing Machine following the DIN EN ISO 6892-1 standard. The average
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tensile stress observed was 72 MPa. The experimental factors included laser power (20%, 30%,
and 40%), wire feed rate (6, 8, and 10 meters per minute), and joint gap distance (0.3, 0.6, and
0.9 millimeters). A full factorial experimental design was employed, comprising 81 trials with a
confidence level of 95%. The results of an ANOVA analysis revealed that all three factors, as
well as one interaction between laser power and wire feed rate, significantly affected the
tensile stress. The P-values for laser power, wire feed rate, and joint gap distance were 0.033,
0.000, and 0.034, respectively. Additionally, the interaction between laser power and wire feed
rate yielded a P-value of 0.000. The model showed a coefficient of determination (R?) of
92.86%, indicating a high degree of fit. Optimal welding parameters identified using the
Response Optimizer were laser power at 40%, wire feed rate at 10 m/min, and joint gap
distance at 0.3 mm. These conditions yielded a maximum tensile stress of 77.33 MPa, which is
higher than the pre-weld tensile stress, confirming that the optimized parameters enhance the
mechanical integrity of the welded joint. Consequently, it can be concluded that the optimized
welding parameters enable the reuse of band saw blades, prevent failure at the original weld
joint, and reduce the cost of purchasing new blades.

Keywords: Laser welding, Band saw blades, Minitab, Tensile Test, Tensile Stress
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AINAADI

szaulady

Y93y | Low | Medium | High | wthe | dydnwal
(-1) (0) (+1)

Power 20 30 40 % o
Feeds 6 8 10 | m/min I?,
Distance | 0.3 0.6 0.9 mm Y

1.3.2 n'm?l”aauuﬁgqu

Tuni1sitAsigvinanisnaass aginng
frauufgrufiensiaaeuintiafosing 4 dwasio
AANUALLS SRS ald Tagld nsiasigvinu
wUsUsIU (ANOVA) Tunispsiageunansenu 1ay
ﬁfmumamﬁgméfﬁﬁf

auyfgndililunisveaeuysznause
1.3.2.1 duNAgIUnan (Main Hypothesis)
- auufgnd 1: Power (01)
Hy: Power () laifinansenusdnsiitdodiay
HoAAAALLSIRT TasenLdon

Ho: Al =02 =,. Qii=1,2,..

Hy: Power (QU) inansgnusgsiltidnAgyse
AANILALLIIR vatTesiden

1o Ol 2 02 # .

WU 0

Qi agn9ties 1 Fabil

- auuRgIudl 2: Feeds (B)

Ho: Feeds (B) lufinansynuegrsiivodagy
ADAIAIULALLIIAY VBITBELTBY

o Br=P2=,.Bjj=12..

H,: Feeds (B) finansenusenditoddnse
ANAIULAULTIAY VDITRYLTDY

Hi: Bl # B2 # ...

WINAU 0

Bj egnsiloy 1 fld

- auuRgIudl 3: Distance (y)
Ho:  Distance (V)

@ (%

Ty 1AUABAIAINULALLTING VBITRELTDL

Ho:VY1=V2=,.Ykk=12,.

lufinansenuagied

o

Hy: Distance (V) inansgnuagisiitiodnAgy
ADAIAIULALLIIAY VBI5BELTBY
Hy 0 Y1 2 Y2 = ..

WINAU 0

Yk og1siloy 1 @l

1.3.2.2  #@NuAIVURAUNUS (Interaction
Hypothesis)
Ufduniusseninelade
Power (Q) uaz Feeds (3)
Ho  Wifiujduiiusegnsdidedfnysening

a ™
- ANURFIUN &

Power (Q) uag Feeds (B) AvAimnuLAuLssfa

YBI5YLTDU
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H,: SUfduiusegeiidedAgsening Power
() uaz Feeds (B) AoAIAULAULTIRIUDITOY
‘o

'
a a

- dUUFAFIUN 5

P

v ¢ 1

Ujduiusseninalady

Power (Ql) wag Distance (Y)

Ho sy jdusiusednsddedidnyszniig
Power (Q) wag Distance (Y) #DAIAIIULAULI
favassenidon

H,: SUfduiusegedidedAgsening Power
(Q) Wway Distance (Y) #9AIANULAULIIAIUDY
soedau

- aunfgudl 6 Ufduiudsevinetade

Feeds () wag Distance (Y)

Ho  lufiujdusiusednsddedrdgyseniig
Feeds (B) uag Distance (V) ADA1ANMNLAULTS
favesenidon

H,: SUfduiusedalidedfgysening Feeds
(B) waz Distance (V) ApAIAINNLAULIIFITO
soedeu

- aundgudl 7 Ufduiudseninedade

Power (QU), Feeds (B) uag Distance (Y)

Ho  lufiujdusiusedneddeddgyseniig
Power (Ql), Feeds (B) uaz Distance (Y) sio
AALAULSIRIvRssoeLTay

Hy: SUfduiusaglitedfgszning Power
(Q), Feeds (B) uag Distance () floA1AsLAY
useRavassoedey
Tumsinsesinansnaaedi [Wseiuanuderty
95% WInTzAutivd1Ay A = 0.05

2. WANIINAADY

nan1sAnsnTendusuluidesareniu
Cobalt Md2 a3unun 0.9 Uadkuns I1UIUEADI
ki deiy Wuduandunsed 2 Jadu
asnduiinuanismaaes 1Wunan1snaasauuy
unnveseaingyU (Full Factorial Design) 3
9% 3 seeU wazvnapsd 3 A% TauTavue 81
afa dauanslunsedt 2

A157197 2 HANITVIARDIAIULAULIIA

Nan1sNAaes Nszautlady Power 20%

Distance (mm)
0.3 0.6 0.9
6 69 | 60 | 61 | 47 | 46 | 56 | 51 | 43 | 43
Feeds
8 56 | 65| 64 | 46 | 51 | 48 | 32 | 35 | 38
(m/min)
10|41 |46 |46 | 39 | 31 | 43 | 41 | 41 | 51
wan1snaasd Nseautlade Power 30%
Distance (mm)
0.3 0.6 0.9
6 69 | 61 | 65|44 | 41 | 40 | 35 | 32 | 40
Feeds
8 68 | 66 | 59 | 57 | 62 | 66 | 54 | 56 | 64
(m/min)
10 | 64 | 65 | 56 | 61 | 52 | 63 | 37 | 46 | 42
nan1sMaaes fisssulade Power 40%
Distance (mm)
0.3 0.6 0.9
6 36 | 30 | 37 | 30 | 30 | 31 | 32 | 31 | 30
Feeds
8 60 | 57 | 61 | 69 | 62 | 59 | 54 | 50 | 49
(m/min)
10|76 | 75|81 | 67 | 72| 74 | 67 | 61 | 60

2.1 NNSATIVEDIUNIINTLANYA?

Probability Plot of RESI
Normal

Mean 8.772133E-17
StDev 2.875
N 81
AD 0.268
P-Value 0.676

50.694

Percent
]
=]

-10 -5 0 5 10
RES!

5U# 8 n1snaaeu Normality test A1ALILAL
nlsannnishs

mﬂgﬂﬁ 8 wamIN1INAFeU Normality test
Arnuau laviinisnaaeu Normality test 10u
NNIATIVAOUNITNTZANLRIUUUUNR Fanudn P-
value = 0.676 > 0.05 %naqﬂiﬁiﬂmsmsmaﬁa
299 Residual ~ £IN19N5218AINNULUNAUNTS
Toyasglunuiidy ilviuszanalaindeyaiinis
LANUWAWUUUNR

2.2 NIATIINANITNAAD

MNHANITNABIUININTIVABUAIY
WIzaNkaEANgNABIveItayanlaaINnIs
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NAa8e Wud1 N3l Histogram  faguNn 9 9

annsaaniduldefisidnuaglndlfssiususeds
AiuansiaeanAavesdeyaiinisuanuasuuy
Unf §nwagns1MNTEBLUUSITUYIRA QAT
Anugafignadieldaszdandn Yeyadauannidn
Indaudnansuaziinisnszatgeenaudeuazyin
DEIAUNAT

Histogram
(response is Stress)

Frequency

Residual

E‘Uﬁ 9 N5 Histogram

Fits slagu? 10
N5¥A8FVIAIUANANY (Residual)

N3 Versus WERINIT
Wiguriu
Fitted Value fldnuwagnszdnnTzgagsouldy
nanawazlaifisunuuiituey uansinAwanAng
\uuvuduuaziinnuudsusuiviifuviensi
ausnideyadind1iluiinisiasieiaing

anneeLaduas1sielutunausalule

Versus Fits
(response is Stress)

L
50 . °
’ . . .
. .
L]
* i L] . L]
25 * 4 * .
_ Y - - . - .. - o
s o . e e
T 00T ¢ g e e
m;) L] . LI L] L] >
o .. . ° L L]
-25 - . *e * *
* ¢ . . * . .
L] . L]
-5.0
L]
.
-7.5
30 40 50 60 70 80

Fitted Value

‘Uﬁ 10 N3N Versus Fits

3 Versus order 1unsuildnsiaaeug
' ] 1% & & 5 ~ = 3
PdmanAsiuuegiunamuasululunisiu
Toyaviseld Feuunsnillinisusingdnunizves

LLquwsasULwﬂm amwmw Famsiinas
ns¥eiituategaiaue muummﬂw 11
'mmsaa@lmwagaﬂmmmams’]w #1115
Tinansleseiviandeazidoiols

Y

Versus Order
(response is Stress)

Residual

1 10 20 30 40 50 60 70 80

Observation Order

3‘1]17; 11 N5 Versus order

2.3 M5AT1ZIAULUTUTIU (ANOVA)

N153LATIE1ANNLUTUTINYRITBY AR VDY
F8991971Ane1NTR8HA NAN1TIATITITADY
amaamaﬁayja (General Factorial Regression) Ty
TUswnsu Minitab fiszsumnadesu 95% léna
MnsEsimLLTUTIMYedeya FHaguil 12

Factor Information

Factor Type Levels Values

Power  Fixed 3 20, 30, 40
Feed Fixed 36,810
Distance Fixed 303, 06,09

Analysis of Variance

Source DF Adj SS Adj MS F-Value P-Value
Model 26 9309.1 35804 293  0.000
Linear 6 39455 65758 537 0.000
Power 2 8874 44372 363 0033
Feed 2 21774 108868 890 0.000
Distance 2 8807 44035 3.60 0.034

2-Way Interactions 12 47380 39483 323 0,002

Power*Feed 4 34238 85596 7.00 0.000
Power*Distance 4 7360 18401 150 0214
Feed"Distance 4 5781 14453 118 0329

3-Way Interactions & 6256 7820 064 0741
Power*Feed*Distance 8 6256 7820 064 0741
Error 54 6606.7 122.35
Total 80 15915.7

Model Summary

S R-sq R-sq(adj) R-sq(pred)
0.88889 92.86% 8942% 83.93%

JUN 12 nansinsenauususiu

>
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231 AIANULANIZEANVDILUUTIADY
(Model Summary)

mﬂgﬂ‘ﬁ 12 A1 R = 9286% V4T
wuudaesiildaiunsasduisainundsusiuves
AuseRliEe 92.86% Fauansliifiuinuuudians
a1u15003UIsANduTuSssnIeladefidnw
(Power, Feeds, Distance) LazA1AIILAULIIA
yasmaideuldeteivuszaniam

A1 R2adj) = 89.42% uaz R¥pred) =
83.93% LHufTIaALdenAdBIBILUUIIADS
fudeyalmifilaileldlunsadrawvudians 3
wansliifiuiuuusiassiiannsaviunedmadng
Taudugn wagau1saiiIuneA1LsIfIaInnng
naaesluouanldogisidode

A1S = 989 FeAnadsvesdiunde
(Residuals) B9uanafanAIuAaIALARBUSEHINg
Afildannnisiuenazaasefildainnisnaes
widuudnaeaziinuuiugge widinadinay
ﬂmmLﬂ?ﬂlaua&ﬂuﬁzé’uﬁamwmaam%"uié’

i nagwsAlauanfni Mz auves
wuusaedlunisesuisuazy U AL AeTiiie
NNSTUIUNIST UM EIaITeS

2.3.2 Aasaziialunlsdsiulaely
TJsunsyu Minitab  (ANOVA)  tienadau
FUNRFIU

auuAsIud 1: Power (O)

- Mavawes (Power) dNaRoA1IAIINLAY
LSIPRENNTYAAYNNEDA Reject Hy Hay
Accept H; (P=0.033 < 01=0.05)

auuAsIUT 2: Feeds (B)

- ns1¥ouainifion (Feeds) finasann
AULAULTIASOE NN d A N19adA Reject Hy
ey Accept H, (P=0.000 < 0L=0.05)

amagmﬁ 3: Distance (Y)

- szpwvieszninesesselunisidousely

1398 (Distance) ANaRBAIAIMULAULTIAIDE19T

i‘fElq 21sasIAdNSSUMANSIa:MSIVENBOUINNSSY

----- = AMDIAONSSUMANS UNs.8au Sneniwmuounnu

Jud1Agyn19ada Reject Hy, Wway Accept H,
(P=0.034 < 01=0.05)

auufgud 4 Jiduiusszwinelade
Power (Q) wag Feeds (B)

- Uade9usEning nmasialwes (Power)
waz dns1dlauainiion (Feeds) fuanarininy
AULSIRseElidedAn19adf Reject Hy tay
Accept H; (P=0.000 < 01=0.05)

auufgud 5 Jiduiudszwinedade
Power (QU) wag Distance (Y)

- Uadusausening Mduales (Power)
way srevieszninssesselunsideuseludes

(Distance) liinanoAIAIULAULTIAIDE19H

Hud1AyYn19ais Accept H, wag Reject H,
(P=0.214 > 01=0.05)

auufs i 6: Ufduiusseninetlade Feeds
(B) uay Distance (Y)

- Yadusauszning dasadouairniieon
(Feeds) LAy S¥8EU19TENIN14T08ADLUNTS
douseluides (Distance) Liifinasariainuiu
wssRseglded1Agyn1eans Accept H, daz
Reject H; (P=0.329 > 01=0.05)

auufgiud 7. Uiduiusszuinedade
Power (Q), Feeds () waz Distance (Y)

- Jadysausening Adualges (Power)
waz sns1tleuainiion (Feeds) ay Te8¥®14
seninsseusslunsdeuseluides (Distance) lal
ANanDAIANLALLI IR0 TBd AN 19ana
Accept Hy ez Reject Hy (P=0.741 > 01=0.05)

2.4 N5IATITAOUATNSYN

mﬂgﬂﬁ 13 w@nans1w Interaction  Plot
dmsuAaieves Stress meldinisiuasuudas
va3a1uU3de lawn Power, Feed, Distance 1ag
Taguszasiiiofiaswiujduiusszninaade
usiazq Faflnasion1siUAsuLUaIBIAIAIINIAY
WS9AY (Stress)

5



Udunusssndng Power uar Feed 910
m’]wé’qguﬁ 13(1)  WUINFURERSALRRETDS
Stress d15UsEAU Feed 6 9 ddnwauzlivuu
fu wazdamiluuiegae Jadudnuazenisiin
Uduiusegralideddny seni1alady Power
waz Feed nanfe navesnsiUasunlasen
Power slaf Stress Jugjfusziuas Feed il

Ufduiussening Power wag Distance 910
m'n/\l(%’agﬂﬁ 13(W) WUINEUYBITEAU Distance
wauiidnvasievruiuiy wagldiinnsdaiu
agetnLau uanslmdiul lddufduiudssning
Power uag Distance Tun1saananon Stress ua
Y9015 UAsUNUAIAT Power
au1safansaulalaglifesAilsfisan Distance
1t

Ufduiussening Feed uag Distance 41N
nsdagURl 13()  tdunsilaivunufuedig
auysal Tnslamnzlusedu Feed 6.0 AN
LANAN9SEWINeAN Distance TALauanTy agnsls
Amu ldfinnsdntureadunsiv Fsenanaidlain
fwnldureinsiinUduiussening Feed was
Distance udliiguusuvingues Power uag Feed

§® Stress 39

ANSNANTUINAVDY Feed  AITANTIDITLAUVD

v
v a

Distance  #78 wamINNduNuso1lifedud
DEGRERNVRNGRE

N3 Main Effects Plot for Stress ﬁ'\‘igﬂﬁ
14 WARINANTENUNSNLIBNTINABUAIILUANA
seminsAadeseiudmiuiledesis 3 Uede
nansynundnaviintuiletadusnsssdudanaste
N1IADUAUDIANAU NIINNANTENUNANILUAN
ALedun1snavauesdniulasourasseaud

RUADNUAIYLAUAT

Mean of Stress

Mean of Stress

Mean of Stress

70

60

50

40

30

65

60

55

50

45

40

65

60

55

50

45

40

Interaction Plot for Stress
Fitted Means

Power * Feed

20.0 20,0 40.0
Power
(n)
Interaction Plot for Stress
Fitted Means
Power * Distance
L e —
- T ——nm
-
-
-
-
-
-
.7 -+
“ -
[ 8 e
"
20.0 200 40.0

Power

()

Interaction Plot for Stress
Fitted Means

Feed * Distance

6.0 8.0 10.0
Feed

(m)

Feed
—— 60

—=- 80
--%- 100
Distance
— 030
— - 0.60
ko 0.90
Distance
—— 0.30
— - 0.60
il 0.90

JUN 13 dunsiseuy 3 Uady Udusius
5¥%114 (n) Power Uag Feed (v) Power uay
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Q e ACUSOAONSSUAANS UNS.8enu Sneniumuouliniu
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Main Effects Plot for Stress

Data Means

Power

Feed

Distance

Mean

20 30 40

6 8 10

03 06 09

31]17; 14 n379 Main Effects Plot for Stress

2.5 NM1SAIANNMNNLENYRIUY

optimal
D:09281 .0
cur
Low

Distance
09
03
03

Stress
Maximum
y=773333
d = 092810

JUN 15 mynsegienfvangaudmsue
AULAULTIA

INATIATIER Response optimizer
Tsunsu Minitab fisgdupnandesiudl 95% &
Ul 15 TumsimseideyanuiiAfimangas
flgndmiuAim uIAuLIIAe fie 77.33 MPa 911
Hadeiild leud Mduawes 40% Snsilouain

Wl 10 m/min SE8EPI9TENINTUIUY 0.3 mm

2.6 N5IATITVNALT A ANY Regression
AINNANITIATIZI bAFUNISONDDULTILAUN
Tanennsalan1ssunsInInatl

Regression Equation

Stress = 35.60 + 0.257 Power + 2.880 Feed -
23.33 Distance

ANSAAUANNIT
ANFUUSEENSUDY Power (0.257) Muena 84
MUASUaILas APNULAUIE WLTULAN Y

i\fElq 21sasIAdNSSUMANSIa:MSIVENBOUINNSSY

AUIAONSSUMANS UNs.8au Sneniwmuounnu

AduuszAnsves Feed (2.880) wunedia B4
insasiouaaion AAuALLE duduun
Adulszansaes Distance (-23.33) wungd
Be528Ean AANIALAY anataseTRLY
InaunIsanaeeiduduiiliiunsinune
Jadem1uaniizfivuiz@auann Response
Optimizer fa Power = 40 (%), Feed = 10

(,InS/W9), Distance = 0.3 (LadLUAT)
WethAmanadnaunis agle

35.60 + (0.257x40) + (2.880%x10) —
(23.33%0.3)

Stress =

Stress = 35.60 + 10.28 + 28.80 - 6.999

Stress = 67.681 MPa

ety ArALALLS IRaTilEaN NS
ALALNISaNaeEdeY WU 67.681 MPa @4
fndaAdilaann Response
Usvanal 9.65  wungUnaana nseaniunig
AaNALAAEY 12.48%

optimization 8¢

AUAAIAAAB U INgREInsaeSUIEldaN
Fosinvesaunisanoeadadu Fuduwuusiaes
flordoauuigiuinanuduiusseninsinysiu
wagsnUsmadudady (linear
vauzfinszuiunsideusisaweslumiuniuais

Hdnwauzndudou wazdiniingAnssuwuuliis

relationship)

W& (non-linear behavior) vlALuUTIaDUT
duldanunsaesunenansvauedldasuiiulunn
nsdl nan1sAnwraenndeefuuiteves
Kumar et al. (2022) [8] lananifanisleisnis
Lﬁmﬂivﬁm%mwLLUU%ami’mUivmﬁ (Multi-
obJectlve opt|m|zat|on) Lwamemummﬂﬂamaﬁ
Fuduiideudisawes lneld33ns Response
Surface Methodology (RSM) Faduwwmad
AAEAGINUNITLY Response
TUsunsy Minitab

A4 A a a a v 1 A
LﬂiaﬁuaLWNU%%E‘{‘WSJ}’]Wﬁ’]uﬁﬂlﬂﬂﬂ%m&ﬂzﬁm

s |

Optimizer Tu
UNAMULT AR UIINTIY



flgndmsumnimesnsiden udnadnslien
wanfeInafildainaunisanaessiadu
Wlesrnarududeauvesnszuaunisiien
yennifdenndesfiy Singh et al. (2021)[9]
IFnsisaiisnfunIsneInsalA1ALLA UL
fagegalusesion uazsisaruindiliann
aun1sanassindainunaiaadouainA1ase
Tnsanzdofifuusuravdonududouves
AszuuMsTwuUSaedlansaduls wusdlv
I%Lﬂ%aﬂﬁaﬂﬁiLﬁﬂﬂizﬁ%%ﬂﬁWﬂ’JU@:ﬁUﬂﬁi
wennsadifielnafiuluguazmanzaudmsunis
¥ uasanndeiy

91NN15ATIENAINGTY Feanusaazulan
\A304ilo Response Optimizer (Juin3osiiof
UsgdnsnmgslumsmBeulsivnsasdigely
AsyuIuASeu Tnsmninidodmunefons
IiLANANIA LS IRge YUz Tiaunnsanaes
msgﬂ%’ﬁ,ﬁ'aimezﬁuuﬂﬁmmwa’m

3. d@3unanineae

nsfnuiliiinguszasdiietinseidaded
AINAREAUAULSIAY Fren1siiouaies wa
M5AsIER ANOVA wandliifiuin Jadoudnit
a1y lawn Maaawas (Power), 8n511150Ua0
\Wou (Feed),  szazuisszwinesassalunis
doumsluidos (Distance) finasannudunsn
(Stress)  vo9sRBLTRNRE e dTudAynsaini
sefuAMITEIU 95% Tanfsufduiussening
Mvawesuarsnsnistouaindon naogad
Todf Ineden R = 92.86% uwansitlung
A1115093U18AMULUTUTIUYBIAN Stress  bAd
LLazmﬂmﬁmiwﬁmﬁmmzauﬁqm (Response
optimization) wuiiewlefiliaiaudLuseF
(Stress)  geaawiniu 77.33  wnzU1aaa Ae
Power = 40%, Feed = 10 LWASABWIT WAy
Distance = 0.3 UAALUAT LAZAINKUUINGDY
aunsanaosiBaduanansadouduaunised

Stress = 35.60 + 0.257(Power) + 2.880(Feed) -

23.33(Distance)

¢ 1 a

Waundaulvannnisimsigia i nunsay
TviA1AuLAY

wsep9aean Tdasluaun1snnneeiedu Haanwse
16 Stress = 67.681 Lungranna 3sazuledn

'
Il

‘17‘!%3@ (Response  optimization) %

mdwesimnranawsadonluidosaneniu
Tflauudausafisanefivsthnduanldanulsass
LLﬁBﬁ’]M’]imﬁaﬂLgﬁlﬂﬂﬁﬁﬂﬂ’]i%ﬂﬁﬁﬁ;mauiﬁ
usteanfuyulunsindeludesil

3.1 JaLausLuz

3.1.1 YalduauuzIINALlA

Tunsyuaunisienluidesaioniy a1s

AuANTEEEIITEnInst Ul eeigaiving
Fulule (aivdi 0.3 fadwns) isliinsesidon
Fuduswuazsaios

- msidenldAidualgesuazensIng
Jouandimunzausiuiu dieldnisfvaiauay
mi‘waauLﬁﬂ%is@&iﬂﬁﬂszﬁm%amgqgm

~ windanudeanisiiagldaiainuduns
ﬁﬂﬁuﬂﬂﬁu NINUIVDY Lazarchuk, K, &
. (2022).[10] imaiﬂmmimmjmm
iwwwuuﬂauuﬂ;JﬂLsnaumaﬂuuummmqum

Rebezniuk,

T IR P TaTaE 91

3.1.2 Yarduauuzdmiunsinenasealy
- msﬁﬂmﬁﬂwmzf\;aimqa%ﬁwawam%am
(Microstructure) wazAI Wi (Hardness) Liie
@uﬁu@mmwmaaiaaL%auﬁgﬂm%mamam%uas
WeTanmans
- asveren1snaassiudsluidesuiadu
w%ai“aqgm?iu WeUszfiun s auve s
nszuIMsHeuawesluusunivanany Sy

Anfnssuusenna

YOUDUNTEAMANLIAINTTUANAATUAY
wAluladgnannssy A1AIYIMNTINGNAINNNS
La¥nITIANIS unAnendedalins iseLile
anufl sulszan Tangunyal Laydarig 9
dmsunmsiideluadedl
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